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INTRODUCTORY REMARKS

The papers presented at the Military Communications
System Control Symposium and included in these proceed-
ings were solicited to ensure a balanced coverage of
the technical, operational, and management concepts for
the control of communications systems. The papers dis-
cuss past experiences and also describe methods for
meeting current and future needs.

The context for discussion of the many topics in-
cluded herein may best be seen in relation to the
military communications systems, existing and planned,
in the European theater.

The greater sophistication of switched communica-
tions systems currently in use has increased the options
available to planners regarding routing, network con-
figuration, and traffic control. These systems are
particularly valuable in conteiding with such possi-
bilities as extensive battle damage, or sudden changes
in traffic demands and locations due to wartime condi-
tions. A more recent concern is the increased emphasis
on interconnecting the various commercial and military
systems now in use, especially in crisis situations.
What are the optimal methods of controlling such complex,
richly connected, and -- in some cases -- automated
systems?

Some basic theoretical, similation, and development
work has been done by the R&D community. This Symposium
was designed to contribute to the further development
of control techniques for mJ!itary communications
systems.

Stephen Harris
Symposium Chairperson
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Keynote Address

Major General John H. Jacobsmeyer, Jr., USAF

Major General John H. Jacobsmeyer, Jr. He next served as Deputy Chief of Communica-
is the Vice Director of the Defense Communica- tions, Electronics and Computer Resources,

tions Agency (DCA) with headquarters in for the North American Air Defense Command

Arlington, Va. and the U.S. Air Force Aerospace Defense

Command at Peterson Air Force Base, Colorado,
His assignments have included: Director from August 1976 to September 1978. He

of test and deployment for the Airborne assumed his present duties in October 1978.
Warning and Control System program, Electronic

Systems Division, Air Force Systems Command; General Jacobsmeyer graduated from
Chief of Research and Development Division the University of New Hampshire in June 1952
and then Commander of the System Engineering with a Bachelor of Science degree in Elec-
Facility, Defense Communications Agency, trical Engineering. He earned Master of
Arlington, Va.; and Associate Director of Science degrees in Electrical Engineering

the Defense Communications Engineering Center. and Aeronautical Engineering from the
University of Michigan in 1954 and 1955,

General Jacobsmeyer became Deputy Dir- respectively, and graduated from the Air War
ector, Plans and Programs, Defense Communica- College at Maxwell Air Force Base, Alabama,

tions Agency, Arlington, Va., in June 1974. in 1971.

ML



)64Lt~



Banquet Address

Lieutenant General Lee M. Paschall, USAF (Ret.)

General Paschall rose through the ranks General Paschall attended the University
from Private to Lieutenant General. His of Colorado, graduated from the University of
assignments included Commander, United Alabama with a Bachelor of Arts degree in
Kingdom Communications Region (AFCS), Deputy History (Phi Alpha Theta, Phi Beta Kappa) and
Director then Director of Command, Control graduated from George Washington University

and Communications, Headquarters United States with a Master of Arts degree in International
Air Force, and for four years he was Director, Affairs. He is a graduate of Air Command and

Defense Communications Agency. The General Staff College, Communications-Electronics
retired on 1 August 1978, and presently oper- Staff Officer School and a distinguished gradu-
ates his own business as a Telecommunications ate of the Air War College, Maxwell Air Force
Consultant. Base, Alabama.
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PERSPECTIVE ON COMMUNICATIONS
SYSTEM CONTROL*

Lewis S. Billig
The MITRE Corporation
Bedford, Massachusetts

We all have a vision of what system degree, the control systems are also in-
control is. The nature of that vision de- hibited by lack of current information about
pends to some degree on the nature of our the communications system they serve, and
background in the communications field. For about the traffic on that system.
the purposes of this conference and this
paper, I will define system control in the In recent years a number of studies,
broadest terms possible. Basically it in- experiments, and acquisition programs have
volves the planning, management, analysis, been initiated which have the potential to
decisions, and technical and operational improve the response times of control systems
actions necessary to control a communica- and to reduce manpower requirements. These
tions system so that the system is optimally initiatives may also provide for better
responsive to the traffic and configuration control decisions by giving the controller
requirements placed on it at any given more complete and more timely information,
moment, and by improving his capability to analyze

that information. This effort has been
Most military control systems are fragmented to a considerable degree, however.

organized hierarchically. Data regarding It has also been carried on without any over-
network technical configuration, status, and all understanding of the control factors
traffic flows up; decisions as to actions to operative in this closed-loop type of system.
control and alter the network configuration
flow down for implementation. To a great Military communications systems must
degree such systems currently are slow and cope with a number of factors due to crisis
manpower intensive. To an equally great or wartime conditions which do not affect

* Review of this material does not imply Department of Defense

endorsement of factual accuracy or opinion.
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the typical peacetime system. Such factors Negotiations on the potential of inter-
necessarily override the routine, and even connection have been carried on for many
the emergency controls and reconfigurations years with very limited success. The
typical of peacetime and civilian systems. negotiations themselves are narrow in scope,
In particular, communications can be expected with little attention given to dynamic
to be a prime target in wartime -- yet at the control; most discussion has been confined
same time they will have to accommodate con- to circuit swaps. Considerably more effort
siderable increases in traffic. Moreover, is required to define, in more detail, con-
the directionality of traffic will change as trol systems for such configurations, because
a wartime or crisis situation develops, regardless of the success of peacetime inter-
Communications typically will have to depart connect negotiations, wartime activity will
from preplanned modes, and will be required force interconnection.
to provide coverage in different areas and
subregions. This will put heavy constraints Use of the switched PT&T networks as
on the communications system's capacity, high-capacity, highly survivable systems for
coverage and survivability, and will require interconnection and/or stand-alone service
the system control elements to "see", for voice, data and message traffic has lately
analyze, and then control and reconfigure been receiving much attention. The problems
the surviving network on a near-real-time involved in determining status and providing
basis. control of multiply interconnected military-

civilian networks in time of war must be
Both the physical and electronic vulner- identified in peacetime if the composite

ability of U.S. (DCS) and NATO (NICS) systems systems are to succeed in playing their
have been analyzed in depth. The results significant role -- as they have done in
dispel any myths as to their survivability, almost all wars.
Until recently there was a reluctance to
recognize, accept, and act on the fact of The problems of controlling interconnected
this vulnerability. However, the message systems -- given that the systems are techni-
is now getting through. Actions are being cally compatible -- are first political and
taken to reduce vulnerability by some degree then technical. Political decisions are
of hardening, and reconstitution assets have liable to be driven by operational, techni-
been and are being procured and deployed. cal, survivability and cost factors. There-
Traditional methods of alternate path selec- fore, I believe that the communications
tion via switch control and tech control control community must address the various
action for priority restoral have long been options of multiple systems which are
planned; now the plans are being acted on. multiply connected, to provide a basis for
New switches, routing and signaling schemes political and technical discussions. The
and multiplex control systems are being first priority, however, is the need to
acquired; once in place, these can be ex- ensure "human intercommunication" among the
pected to provide a more responsive -- and in senior military and civilian ccmmunicators
some cases even automated -- response to of the various interested nations, to
changing situations. The control system will provide the confidence and understanding
be responsible for decisions as to where necessary before any nation, service or
(based on priority), when, and how to utilize communication commander will agree to give
the existing and planned control capabilities, up part of the control (and capability)
and how to optimally deploy the reconstitu- of his configuration to the "greater good."
tion assets; and, as stated, new sensing and
control systems are being studied or acquired. Near-real-time system control can be

considered as being composed of technical,
Given the best use of existing military traffic, and network control. These will

communications assets, it is still recognized be discussed in more detail below; however,
that an important way to achieve improved it is important to state here the need to
survivability, capacity, flexibility and develop overall basic control concepts and
coverage is interconnection with the national architecture to avoid piecemeal noncompatible
military systems such as NICS (NATO), BOXER implementations. The technical control
(U.K.), GRUNDESNETZ (Germany) and ASCON function includes the functions of patching.
(Holland). These military systems, however, testing, coordinating, restoring, monitoring,
have limited capacity and, of course, are measuring, and reporting the status of the
designed to provide the minimum essential communication circuits traversing a station
military capability to their own nations, or combination of facilities. The DCS/ATEC

6



Billig

and the TRI-TAC/CNCE/CSCE are major sophisti- decision making should be further investigated
cated automated acquisition programs in pro- and implemented.
cess in this area. These programs are complex
and have difficult software problems; incre- Traffic control is a subset of network
mental implementation is planned. Further control and provides controls such as prece-
sophisticated systems for satellite traffic dence, lineload, network in and out dialing
control are deployed and in acquisition. et al. Reconfigurations of mux plans and

switch routings are more drastic forms of
These programs are based on extensive responding to major traffic changes in quantity

experimentation on a low-level basis. The and directionality. Again, to a large degree
value of the systems, like that of most C3  these implementations are the result of pre-
systems, and the utility of all their func- plans. However, the use and development of
tions will only be truly demonstrated when newer algorithms and gridded configurations
they are deployed in significant quantities. may well complicate the generation of optimum
In any event, these technical control systems instructions. Control size simulations might
should provide the system controller a rel- be valuable tools to generate pre-plan options
atively current status of the health of the and evaluate near-real time responses.
network. They should also inform the local
tech controller of technical faults requiring It can be seen, then, that the various
repair, alerting him to the need to patch control systems, either implemented or in
alternate equipments or circuits to provide acquisition, address complex problems involv-
early restoration. These are importanr and ing significant expense and risk.
expensive activities, and should be pursued
and implemented in an orderly and methodical There cannot be one solution to the system
way, allowing for changes as experience is control problem. Fixed facilities such as the
gained. It should be pointed out that DCS and NICS, which tend to have large coverage
integrated communications/control system areas, obviously have a set of requirements
survivability is essential. In particular, different from those of tactical users who
the practice of monitoring and controlling have higher mobility problems, frequent re-
the network over the same communication lines configurations, and different message patterns.
used for traffic must be carefully examined For example, the Field Army, deployed Tactical
to ensure independence or redundancy. Air Forces, Strategic Air Forces, Naval con-

figurations, etc., and the national military
Network control, a higher level of con- systems all have fundamentally different con-

trol, involves changing the configuration trol requirements. Thus, we see, no solution
of the network, in terms of both transmission is unique to this area. For example, the
and switching. Thus, if for some reason a detailed designs of the ATEC and Army and Air
switch or transmission path is out of order, Force CNCE/CSCE elements of the TRI-TAC are
or even nonexistent, the network controller similar, yet sufficiently unlike to require
should be able to optimize his remaining different, though related equipments. In
assets to provide optimum performance. This fact, the TRI-TAC had a System Control Working
may include changes in the multiplex plan Group defining the needs of the services for
or in switching algorithms, deployment of several years. Obviously the way the services
restoral assets or even choice among inter- "do business" is sufficiently different so that
connection options. These controls can be simple, common compromises are not in the cards.
implemented, based on preplanned options, As a matter of fact, the various military com-
by means of either a patching capability or munications organizations led by DCA have been
switch alternate routing. The Automatic carrying out studies of their own in multiple
Central Alarm System (ACAS) provides DCA aspects and sub-aspects in the area.
Control Center at Stuttgart information on
the status of various critical elements of Another aspect impacting the system con-
the European AUTOVON switches. The controller trol area is the technology; satellite, air-
could use this ACAS information if it had borne relay (JTIDS, MIDS, et al.), and
a better man-machine interface, conventional terrestrial configurations;

analog, digital and hybrid, secure and non-
Control decisions are usually made based secure, are some examples. The kind of

on preplans, or the "seat of the pants" if a signalling and routing (saturation signalling,
direct preplan does not apply. Automated right-through-control) of hierarchical and
equipment for analysis and assistance in gridded switched systems also imposes

7
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differing loads on the communication control In summary, the following factors must
system. be dealt with in establishing Lhe tuture

decision of Communications System Control:
To undertake control actions without

knowing their impact could possibly cause The development of new and sophis-
more harm than good in a complex, multiply ticated communications systems
interconnected network. Basically, then, can cause equivalent increases in
the analytic, simulation, and experimental the complexity of control systems.
efforts of DCA and the services must be
continued so that understanding, tools, Control theory and understanding must
optimal control strategies, and systems be developed along with the new
can be developed to serve the specific communications concepts, especially
sorts of control configuration that exist in interconnected systems. This
now or can be expected in the coming com- will involve analysis, experimenta-
munications world. tion and simulation.

A major area of additional concern is o The control system must be more re-
the necessity to train people to control the liable and survivable than the con-
complex communication networks that are on trolled system, and the requirements
the way, such as TRI-TAC, E.T.S., NICS, et al. of wartime configurations should
It is a matter for serious concern that'the govern the nature of its development.
control systems in themselves may be so com-
plex that the type of military people avail- o Basic control architectural concepts
able to operate them may be a significant should be developed in an overall
limiting factor. Current low-level efforts context to avoid piecemeal, non-
to develop operator training tools must be compatible implementations.
increased if effective operator decisions
are to be expected under unusual circumst- o Analysis and decision aids, as well
ances. as controller training systems,

should be emphasized.

8
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NAVY FORCE COORDINATION
AND THE REQUIREMENT FOR COMMUNICATIONS

NETWORK MANAGEMENT

Dr. Daniel M. Schutzer
Naval Electronic Systems Command

Arlington, Virginia

Command and Control is the Command and Control is concerned
closed-loop process that deals with with the movement and status of
the exercise of military decision- military assets; e.g., task forces,
making authority over combat units, task groups, ships, planes, weapon
(Figure 1). This process involves the systems. This concern exists at all
commander engaging in the following levels of the military command eche-
activities: planning and setting of e.g., command of a single ship to
mission objectives and procedures command of a task group, task force,
prior to the outbreak of hostilities; fleet, ocean area, the entire Navy, on
operational direction of forces both up to the Joint Chiefs of Staff. The
during crises and actual battle; major difference amongst command
delegation of authority and resources
to subordinate commands; reconsti-
tution and rally of forces.

112
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STRATEGIC
CONTROL(M.I.S.)~REPO)RT

CONTROLLABLE tRPR

CONTROL /TTIA

TACTICAL
(AIR

C2 IS HIERARCHICAL BY ORGANIZATION TRAFFIC
CONTROL)

Figure 1 COMMAND AND CONTROL (C2) IS A PROCESS

levels lies in the amount of detail environment and through lower level
and the timeliness reouired and the reporting. Each level of command
number of assets of concern. Gener- also must have the capability to
ally, the lower the level of Command, provide direction, set objectives,
the smaller is the region and the and to exercise override controls
number of assets that are of concern, on the lower levels as the situation
but the greater is the detail and dictates. These include controls
timeliness reouired. Higher levels of over the coordination of warfare
command and control tend to be more area activities, the allocation of
global, strategic and planning platforms and weapons assets, the
oriented whereas lower levels of com- management and tasking of sensor
mand and control tend to be more local and communications assets, and
and real-time reactive or oriented, the state of the command and control

system itself (organization structure,
Each higher level of command and mission assignments, lines of command

control must have the ability to actions and information flow).
sense, monitor and gain feedback on
the state of the environment including The command and control can be
the lower levels. This is accomplish- seen to be comprised of the four
ed both through direct sensing of the functions of:

12



Schutzer

Information Collection Information on enemies is required
Information Management to be able to seek out the enemy, to
Communications engage him with optimum weapons at the
Force Management Coordination most advantageous time and place, and

in the optimum order and to be ready
The first three functions are per- to repel/defeat/attack/counter-attack.
formed in support of the fourth
function. Information on third parties is

necessary to avoid wasting ordinance,
Proper coordination between units to maintain a background picture, to

can be shown to result in improved provide protection, and to be alert to
operational effectiveness (e.g., in- possible dangers.
creased probabilities of detection and
kill), and in minimization of unneces- These on-board data bases must be
sary expenditure of resources (e.g., consistent throughout the entire bat-
weapons, fuel). A certain level of tie force. They must draw upon all
coordination is necessary to ensure available sources to ensure the most
that cooperating platforms are kept complete and up-to-date information
informed of potential gaps and bar- possible. This includes not just
riers in their levels of understand- sources on-board and organic to the
ing and perception concerning common force, but also sources external to
areas of operation and interest to a the task force.
sufficient extent that these plat-
forms can survive and operate to some This coordination generally
minimally acceptable degree. Coor- requires the continuous exchange of
dination is accomplished by moni- information. Communications resources
toring, updating and controlling the are necessary to support this informa-
various cooperating platforms actions tion exchange.
and information products. This
includes initializing a users To maintain these local informa-
information file when he enters new tion data bases requires a corres-
areas of operation or undertakes a new ponding own ship information manage-
mission or application requiring ment system with appropriate com-
greater accuracies or munication linkage to other such sys-
different/increased coverage than tems both or organic and external to
previously. To accomplish this level the task force.
of force coordination, each platform
needs an on-board Force Management Directly supporting these informa-
and Coordination Subsystem. This tion management systems are the sen-
Force Management and Coordination sors. Particularly needeO are sen-
Subsystem must be capable of storing, sors that can extent the combat hori-
retrieving, associating, transforming, horizon to the 400 nm and greater
reducing and presenting that informa- distances envisioned as required for
tion necessary to make effective tomorrows naval engagements. Such
decisions with respect to appropriate sensors are planned. They include a
actions (e.,., controls, orders, variety of upgraded and new land-based
overrides, conflict resolutions, and aircraft, shipboard and satellite
resource allocations). This subsys- surveillance systems. All platforms
tem in turn requires some kind of must have the communications cap-
on-board battle area information ability to receive this sensor data
base. This battle area information both directly from the sensor systems
must include information on own and as processed information from
forces, enemy and third parties. correlation centers.

Information on own forces is Communication in a military envi-
reouired to prevent mutual inter- ronment however is extremely fragile.
ference, fratricide, duplication of It is unreliable and bandwidth lim-
effort, fruitless expenditure of ited. The challenge remains to
resources, and to maximize combat
effectiveness.

13
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develop effective coordination The above considerations result
schemes which minimize the reouirement in greater costs associated with com-
for communications resources and which munications. This trend coupled with
can continue to function effectively the increasing deployment of more
over fairly long periqds of unreliable sophisticated ESM/EW and sensor
communications service, systems are creating a significant

motivation to examine the potential
Communications can be jammed, de- for greaterintegration of sensor and

ceived, and exploited in a hostile en- communication systems both from a
vironment. Moreover the enemy is be- management and an interference
coming increasingly sophisticated and reduction viewpoint (e.g., EMC), and
proficient in these areas serving to from a potential cost investment and
add further emphasis and importance space savings viewpoint.
to this problem.

The Navy Telecommunications Arch-
It is necessary to trade-off com- itecture provides for three levels of

munications capacity for security, communications service; namely, Mini-
anti-jam protection, and/or low proba- mum Essential Communications (MEC),
bility of detection and intercept. Unimpaired Tactical Effectiveness
This trade-off is achieved through (UTE), and Normal Sustained Operation
signal processing techniques such as (NSO). It is the required Minimum
spread spectrum modulation operation. Essential Communication capacity that
Spread spectrum systems typically use must be afforded the highest level of
an RF bandwidth which is 100 to 1000 communications service.
times or more than recuired for the
information rate. Corresponding to this minimum

essential communications, is a criti-
Hostile actions can also include cal amount of information and com-

destruction of the available communi- mand action orders exchange traffic
cations and command and control faci- necessary to maintain some minimum
lities. To overcome these sort of essential capability for command and
actions reouires more autonomous local control of the forces at sea. This
capability and less reliance on vul- critical amount is defined below.
nerable centralized facilities. It First, the ability to disseminate
also requires a significant investment timely command actions must be
in communications systems that can assured. Second, knowledge of Lo-
detect the onset of jamming; that can cation of Forces is absolutely fun-
he rapidly reconstituted (auickly damental to the command and control
set-up); that can allow essential process. It is the common basis upon
information to be dynamically rerouted which all other information is either
along any available transmission media derived from or related to. This
paths remaining (self healing) and information is most naturally re-
whose available capacity can be presented by a tactical situation or
reallocated to ensure timely position plot. Knowledge of Status of
satisfication in direct response to Forces is the next key input to any
user demand on a real-time priority command decision process. Simply
basis. knowing where units are is not enough.

Their state of well being, and most
Demands for improved timeliness importantly, their combat readiness is

of information coupled with an in- an important consideration prior to
creasing scarcity and cost of making any commitment or allocation of
available skilled personnel, motivates forces and units. Except for unusual
us to build higher ouality trans- circumstances, it is generally prefer-
mission/communication systems. Higher able not to commit a unit to battlequality systems minimize the need for that is incapable of achieving a suf-

retranpmissions and reduce the volume ficient level of combat readiness in
of messages/information rec-ived in the available time. To make an infor-
error requiring human detection and mal decision without some rudimentary
resolution. knowledge of unit location is impos-

sible. To make any allocation or

14
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commitment of forces, or units, with- in digital componentry makes the con-
out some rudimentary knowledge of sideration of a greater degree of
their respective state of combat voice/data integration over both com-
readiness is unwise and risky. Know- munications networks, terminals and
ledge of enemy intentions, status and data processors more viable than would
capability is an equally key input to have been possible just a few years
any command decision process. Final- ago. There is also a definite advan-
ly, because of the uncertainties and tage performance-wise in such an
unpredictability of war, some capacity integration of voice and data.
must be assured for the exchange of
informal fee format conversational Communications is the glue that
messages, narrative record, and/or ties the task force together and makes
voice communications. possible the effective operation of

the force coordination and informa-
All command and control informa- tion management. With todays

tion and command action orders are increased threat our communications
communicated in either the form of links remain more vulnerable to
voice, data, narrative message, or jamming and exploitation than ever
graphics. Each form offers its own before. Compounding this problem,
particular operational advantages and our communications needs are esca-
disadvantages. For example, whereas lating rapidly. Our Navy platforms
voice requires greater bandwidth and cannot afford to be outfitted with a
exhibits less efficient information marginal communications capability
compression, it has the advantage of forever. Our links must be up graded
allowing for a rather informal, high- in both quality (more survivable, jam
ly interactive and natural means for resistant, more secure) and quantity
human communication. Data, on the (more capacity). There are programs
other hand, is a more natural medium underway to achieve these objectives
for computer entry, storage retrieval (e.g., HF Improvement program, UHF AJ
and manipulation. Whereas graphics LOS, Joint Tactical Distribution
represent a unique capability for Information System, Advanced SATCOM).
presenting certain classes of infor- Although these programs go a long way,
mation. All forms are needed, they more capable link technologies need to
all support command and control in- be developed if the future communi-
formation exchange and manipulation. cations link ouantity and auality

recuirements are to be met. Moreover
The employment of one information the current communications systems

form over the other is highly depen- must be interfaced and integrated to
dent upon the situation. Since the enable these new link upgrades to be
military situation is highly dynamic easily introduced into Navy platforms
where systems fail, are jammed, and as they are developed.
destroyed, the ability for easy and
effective control and reallocation of An inordinately large number of
the voice/data mix is desirable. A radios and antennas are necessary to
network over which voice and data is satisfy todays communications needs.
integrated would greatly facilitate This is because historically, communi-
and enhance such a capability. If cations systems have been developed
voice were ultimately integrated with vertically in support of individual
data in the same terminal and proces- systems/users. A corresponding
sors, it would represent an extremely Electromagnetic Interference (EMI)
attractive man machine interface, problem exists for most ships which is
Imagine a system which permits barely manageable today and is likely
side-by-side input of storage, editing to grow to uncontrollable proportions.
and retrieval of linked verbal com- Accordingly, a communications network/
ments, word processing files, computer link management system is needed to
data bases and graphic presentations/ meet four objectives. These
images. Economically, the revolution objectives are:
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1. Allow for the evolutionary component that is sensitive to the
upgrade and introduction of communi- users' processes; and a generic com-
cation links on an individual, as ponent that is sensitive, inherently,
available basis. to neither the transmission media nor

the users' processes. The component
2. Minimize the numbers and sensitive to the transmission media

types of communications equipment. can in turn be broken down into two
major elements: an element that is

3. Reduce the potential EMI sensitive to the physical transmission
problem. media characteristics and an element

that is sensitive to the transmission
4. Improve the responsiveness, services offered (e.g. voice, data,

and survivability through more flex- priority preemption, anti-jam). This
ible and dynamic network and link is illustrated in Figure 2 including
reconfiguration, reallocation, the major functions of each element.
reconstitution, and quality control. Figure 3 illustrates the generic

component in terms of its major
To properly understand this net- functions, and Figure 4 illustrates

work link management system, it is the user component in terms of its major
first necessary to study the entire functions.
end-to-end process which a data link
supports. This process includes the It can be seen from Figures 2
transmission, receipt and processing through 4 that many functions get
of data among two or more users. repeated over two or more of the com-

ponents. These functions can be, and
In the most general case, this often are, combined to achieve hard-

process can be decomposed into three ware and processing efficiencies.
major components: a component that is These gains in efficiency are often
sensitive to the transmission media; a times achieved at the expense of

I i

I I

I I INTERFACE

I Iiff : ! I N O EsE Nn" ECE VEr

I PHYSICAL MEDIA SENSITIVESEVCFATRSNIIE

*3.g., ADDURESSING,COUNECTIONIUISCOSUECTION.FAILURE RECOVER,.
ENRON COIROL,SEUUCING,FLOW CONTROL

Figure 2 TRANSMISSION MEDIA SENSITIVE COMPONENT
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desired flexibilities and ease of use at all the various protocol levels:
in system operation, and result in the transmission - oriented; user -
potential for increased life cycle oriented; and generic network oriented.
cost. For example, the adoption of a
common message and header format for
use by all three major components
eliminates the need for as many data
transformations, but must of necessity
be achieved through a compromise of
the optimum user-oriented message
features and of the transmission-
oriented message features. In many
instances these compromises result in
unforeseen and unanticipated hardware
and processing complications that
render the anticipated efficiencies
in hardware cost and processing
throughput at best illusionary. p
Furthermore, complete combination of
all redundant functions/subfunctions
results in the elimination of the
generic component. This generic com-
ponent if made sufficiently universal,
as illustrated in Figure 5, affords
the user the potential for greater
flexibility and for interoperability BIOGRAPHY: Dr. Schutzer joined the
with other users and with all avail- Naval Electronic Systems Conmand in
able transmission systems. It would the summer of 1976 as Technical Di-
afford the user the opportunity to rector of the Command, Control and
dynamically change and to introduce Communications Systems Project

new force coordination communication Office. He has over nineteen years
options. Examples of such options of diversified experience in gov-
are to vary and extend the informa- ernment, industry and university.
tion update periods; to tighten, His areas of emphasis have been in
loosen or otherwise modify the the fields of operational research,
thresholds and criteria upon which radar, sonar, communications and
event-by-event reporting is based; to computer science. Dr. Schutzer
decrease and aggregate or to increase has written over forty-five publi-
the detail to which an event is re- cations. He has previously worked
ported. Furthermore, the suggested for IBM, Bell Telephone Laboratories,
breakdown of functions within com- Sperry Rand, and the Defense Communi-
ponents, closely parallels the cations Agency. He has taught and
approach (concept of a hierarchy of lectured at both the graduate and
protocol modules) taken in the undergraduate level at several
international and national standards universities including Syracuse
arena. Figure 6 illustrates the four University, Cooper Union, Fairleigh
basic protocol modules of the Dickenson, and Newark College of
hierarchy; where modules 1 and 2 are Engineering.
seen to correspond to the two major
elements of the transmission -
sensitive component; Module 3 cor-
responds to the generic component; and
module 4 corresponds to the user,
sensitive component. The appropriate
corresponding standards are shown
alongside their respective protocol
module levels. It supports the concept
illustrated earlier by Figure 5; the
concept that subsystems may interface
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ON THE FUNCTIONS OF A
NETWORK MANAGEMENT AGENCY

Kenneth L. Hagstrom
ITT North Telecommunications Switching Division

Cape Canaveral, Florida

ABSTRACt: This paper presents sane ideas concerning the functions
that must be performed by a Network Management Agency in order for
it to exercise control over a comunications network. The
functions are desczib d in general generic terms that apply to
any network control system. It is suggested that successful net-
work management requires all of these functions to be performed
to same degree. Differences in specific control applications
may result in differences in emphasis placed on the functions
but all functions must be performed.

Introduction "network control" or 'system con-
trol "-

Most of the existing literature about 3. that there are widely differing
network or system control deals almost views as to the extent to which it
exclusively with either descriptions of the is possible or feasible to auto-
technical problems and requirements of mate control; and
system control or with suggested solutions 4. that there are widely differing
to the control problem or possible control views concerning the degree to
implementations. A review of the litera- which the control system should be
ture reveals: distributed versus centralized.

1. there is unanimous agreement that The interchange of ideas is having the
network (or system) control is beneficial effect of leading to a better
possible and necessary; understanding of what is really a fairly

2. that there are differing views as large set of interrelated and complex
to what is neant by the terns problems called network control.
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This paper does not attept to resolve 2. financial control and administra-
these problem but presents, for consider- tion;
ation, scre ideas osncerning the functions 3. security administration;
performed by the type of organization that 4. 'policy and procedure formulation;
must exist in order to achieve network 5. handling of legal matters;
control. For the purposes of this paper, 6. public relations;
such ar orgarization will be referred to as 7. labor relations; and
a Network Management Agency (NMA) and be 8. intersystem liaison and negoti-
defined as an organization that is respon- ations at the administrative level
sible for the planning, procurement, The personnel administration functions
installation, operation, maintenance and provides for the hiring and firing of per-
control of a ammunications network. In sonnel, promotions and merit increases,
effect, a Network Management Agency (NMA) personnel practices and employee benefits
acts as the "owner" of a communications programs. It is the task of this function
network that provides comand and control to see to it that an adequate and properly
cmmunications facilities to a ccmmnity skilled work force is available.
or to cammunities of users. The financial control and administra-

tion function provides for budget allocation
and monitoring, accounting activities, cash

Major Functions flow control, long term budget preparation
and overall fiscal control of the NMA.

The tasks performed by an NMA can be The security administration function
grouped under six major functional headings includes the formulation and enforcement of
which are: security policies, security checks and

1. Administration; monitoring, classified material inventory
2. Training; and control and the investigation of security
3. Logistics; violations.
4. Procurement; The policy and procedure formulation
5. Planning; and function sets the standards, procedures and
6. Cbntrol. protocols that govern the performance of all
The order in which the functions are activities of the NMA. Its output is a set

listed is not intended to imply any order of standard practices documents that regulate
of importance. The first five functions the NMA. In most cases, many of the standard
are quite often viewed as support functions practices will be dictated by government
for the "main" function, control of the regulations or national law. However, inter-
network, but, in fact, they are equally nal standard practices must be developed to
important to the overall success of an NMA. define lines of authority and responsibility
Each function is, in its own right, a fairly and to define how the other functions of the
ocuplex function consisting of many sub- NM5A will interact with each other.
functions. The legal functions include negotiating

In the following descriptions of the contracts, terms and conditions, providing
functions it is important to keep in mind legal expertise in settling claims and
that what is being described are general disputes and representing the NM in courts
generic functions performed by an N4A not of law (if necessary).
the organizational structure required to Intersystem liaison is necessary to
implement them. Ite organizational struc- achieve interoperability with other systems.
ture of an NMA is to a large degree appli- At the administrative level, this means
cation dependent and will vary significantly setting down the guidelines to be followed
fram network to network due to differences during the planning and control functions.
in sizes, missions and complexities.

The Training Function
The Administrative Function

The training functions provides the
The administrative function provides skilled personnel who make up the major part

the overall directorship and continuity of of the WA work forc2. regardless of the
purpose of the NMA. It consists of thi level of formal education of the people
following sub-functions: hired by the personnel administration, addi-

1. personnel administration; tional specialized training is almost always
required.
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This function can be divided into three n'ie first ftmction is an on-going
major sub-functions, activity required to maintain the existing

1. administrative activities; network equipment. It depends on information
2. operations training; and received from the logistics function (speci-
3. specialist training, fically the inventory control functions) and
The administrative activities include the failure analysis and predictions of the

the administration of the schools, class planning function. he information supplied
assignments and progress reports. In addi- by these two functions makes it possible to
tion, the selection and updating of each purchase spare parts before they are needed
course syllabus to reflect the current re- and became critical. This is especially
quirements of skill level is the-responsi- true for long-lead item.
bility of the training administration func- The second sub-function of the procure-
tion. ment function is required to allow the net-

The operations training function in- work to grow and evolve. It is the mans by
cludes a variety/ of training schools and which new system and technologies are intro-
activities. These are: duced into the network..

1. instructor training; The procurement function can be divided
2. on-the-job training supervision; into the following sets of activitiesc
3. switch operator/attendent training; Pre-contract activities:
4. field operations and maintenance 1. technical specification preparation;

training; 2, request-for-quote preparation;
5. depot repair and maintenance train- 3. proposal evaluation;

ing; and 4. vendor selection; and
6. installations training. 5. contracts negotiations.
The product of the operations training On-going program activities:

function is the skilled work force that will 1. contracts administration;
operate and maintain the network. They 2. design reviews and evaluation;
represent the large majority of the work 3. quality assurance and inspections;
force of the NMA and perform most of the and
tasks of operating and maintaining the net- 4. vendor liaison.
work. Acceptance activities:

The specialist training function is a 1. test and specification conpliance
difficult one to achieve because of the and validation;
ccrplexity of the specialities involved, 2. ecnuipment acceptance;
However, the success of the NMA in perform- 3. facilities acceptance, and
ing its mission depends on having available 4. licensing and certification
people who understand and know a great deal activities.
about cammnications networks, traffic
analysis, transmission systems, software
maintenance and development, and couplex The Logistics Function
systems operation. Because of the many
years of study and training required to In general, the logistics function is
becore proficient in these specialities, responsible for providing the properly
people with these skills are difficult to skilled people with the required equipment
find. Many of the training courses neces- at the right place at the right time. The
sary to prodce these skills may be pro- activities of the logistics function are
vided by universities under the sponsorship divided into two areas,
of the NMZ. However, a comprehensive on- 1. depot activities; and
the-job training program will, in all pro- 2. field activities,
bability, still be required. Depot activities include depot admini-

stration, depot repair and maintenance func-
tions, equipment and parts inventory control

The Procurement Function (material control), shipping and receiving,
incaming inspection and equipment and per-

The procurement function is responsible sonnel deployment to support the maintenance
for two major buying functions: and installation requirements of the control

i. replenishing supplies of spare function.
parts; and Field activities include field mainte-

2. buying new equipment or subsystes, nance and repair, equipment installation and
check-out, and site spares control. The
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field maintenance and repair activities are 1. contingency planning, i.e., formu-
generally limited to normally unattended lating plans to counter the effects
facilities, of equipment outage or network

The repair and maintenance activities damage;
of manned sites is performed under the 2. maintenance philosophy and proce-
direction of the control function. dures formulation;

3. network topology planning, i.e.,
planning changes to the networks'

The Planning Function topology to increase survivibility,
reduce traffic congestion and acccn-

The planning function is one of the modate new requirements; and
major sources of information for the other 4. node configuration planning, i.e.,
functions. Most of the decisions made in the addition of new users to nodes,
performing the other functions will be based the adjustment of common equipment
on information provided by this function, pools to meet actual traffic de-

The planning function is divided into mands, etc..
four major sub-functions as follows: System development planning is based on

1. performance analysis; information obtained from the performance
2. resource management; analysis and resource management functions
3. system development; and and includes the following tasks:
4. operations control. 1. future network requirements analy-
Performance analysis uses the statis- sis, e.g., the addition of new

tics collected by the control function to nodes or transmission links to the
assess overall performance. It includes network;
the following major tasks: 2. future user requirements analysis,

1. current network performance analy- e.g., the addition of new call
sis, i.e., how well does the exist- features;
ing system perform and does it meet 3. technology surveys to keep abreast
requirements; of the current technological deve-

2. current user requirements and net- lopments and how they may apply to
work utilization analysis, i.e., meet future requirements;
are the users' requirements being 4. new equipment specification defini-
net and are they utilizing the tion, i.e., defining the specific
capabilities of the network. Part technical and performance charac-
of this analysis includes human teristics of the required new
engineering considerations such as equipment;
determining whether the systen 5. new facilities specification defini-
design is so complex that it leads tion.
to user operational errors; Operations control provides the planning

3. network traffic analysis, i.e., necessary to control the following:
end-to-end grade of service, speed 1. data base assembly and validation
of service, probability of pre- which includes allocating system
erption, user traffic patterns, features to users such as precedence
network congestion patterns, etc.; or conference privileges;

4. equipment performance analysis, 2. radio frequency allocation to avoid
i.e., measured failure rates, unwanted overlapping or inadvertent
actual availability calculations, radio interference;
failure analysis, actual mean time 3. intersystem interface requirements
to repair, etc.; definition to ensure interopera-

5. network simulation and analysis for bility;
long term performance assessment 4. intersystem liaison at the planning
and damage scenario planning; and level to work out the details of

6. fault simulation and analysis to interoperability;
determine the actual cause of major 5. comrmunications security (COMSEC)
faults, i.e., whether hardware or planning to determine the correct
software bugs or a combination of placement of the equipment, key
the two. change procedures, etc..

Resource management uses the results of
the performance analysis to perform the
following tasks:
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The Oontrol Function The maintenance direction and control
functions are those maintenance activities

The control function provides the performed by the on-site personnel in
dynamic near real-time control of the net- response to published policies, local alarm
work. It operates on information collected indications or ccmmands fran control cen-
from the network in accordance with the ters. These activities include:
procedures and plans of the planning func- 1. preventive maintenance,
tion. It consists of five major sub- 2. remote maintenance and diagnosis;
functions as follows: and

1. data collection; 3. local site maintenance and repair.
2. performance assessment (near real- The operations control function inple-

tine); ments the operations control plans of the
3. performance adjustment (dynamic planning function. These activities in-

control); clude:
4. maintenance direction and control; 1. data base managefent and dissimi-

and nation;
5. operations control. 2. radio frequency allocation control;
The data collection functions are of 3. OOMSEC control and management; and

major importance since these statistics are 4. intersystem liaison at the control
the basis for most of the decisions made by level.
both the planning function and the control
function. These activities include:

1. traffic statistics collection and Concluding Comments
storage;

2. equipment status statistics collec- The set of functions described above
tion and storage; include all functions required to operate,

3. failure report collection and maintain and control a comrand and control
storage; and communications network. These functions do

4. performance monitor/test report not reside in a single location but permeate
collection and storage. the entire network, i.e., they are dispersed

The performance assessment function throughout the entire system. This is part-
uses the statistics gathered by the data icularly true of the control and logistics
collection function to determine the real- functions.
time or near real-time performance of the Implicit in the descriptions of the
network. These activities include: NNMA functions is the fact that the network

1. first order traffic analysis, i.e., control system, the SYSCON system, is con-
an analysis sufficient to identify pletely integrated into the overall system.
traffic congestion areas; When viewed separately, the network control

2. first order equipment status analy- system appears as a hierarchial structure
sis, i.e., an analysis sufficient superimposed on the grid (or mesh) struc-
to determine whether or not re- ture of the communications network.
routing around failed equipment is The six generic functions of an NMA
necessary; are each quite complex. Fortunately, many

3. network simulation, i.e., simula- of them can be and probably should be auto-
tion based on current traffic and mated or semi-autamated. The problem lies
equiu-,ent status statistics to in determining what should be automated to
determine the best course of action saie degree. It appears that both too
to alleviate the problen(s). little and too much automation lead to un-

The performance adjustnent function manageable networks. Too little automation
consists of the control actions taken in is unmanageable because too many people
response to the performance assessment out- must make too many decisions too quickly.
put to improve network performance. These Too much automation is unmanageable because
activities include: additional systems must be incorporated to

1. control commands dissimination; manage the automated managers.
2. ccmnmand response analysis;
3. traffic routing management;
4. traffic load control implementa-

tion; and
5. contingency plans implementation.
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IMPROVED CONTROL AND TECHNICAL MANAGEMENT
OF DCS THEATER ASSETS

UNDER CRISIS AND WARTIME CONDITIONS

Philip W. Fox
Computer Sciences Corporation

Falls Church, Virginia

AbSTRACT: Uhis paper aoscusses improvements to the UCS bystem
Control tSYSCOjN) Subsystem that can erhance the performance of

the Defense Communications System tDCS) under crisis anu %artimf
conuitions.

The paper identities a 1985 baseline SYLCON subsystem with its

elements, operational constraints, and basic control concepts;
summarizes an analysis that identities SYSCON improvements for
operation unoer stress cotnditions: anu presents a suggesteu UCS
SYSCUN architecture.

INIRODUCTION with service and connectivity to commanu
and control as well as administrativ us-

Within the DCS, SYSCON functions man- ers. SYSCON elements, located at various
age network assets and provide a critical levels in the network structure must be
service that permits the retworks to res- responsive to the user demanas.
pond to user demands for se-vice under all
conditions and levels of stress. It is To be considered survivable, network
therefore essential to the survivability services must he available to users during
of the DCS and its services. the period of greatest demand: stressed

conditions. Theretore, the SYSCUN func-
SYSCON manages the network assets by tions themselves must be survivable. The

assuring efficient use of all capacity for heart of DCS management, which provides

the full complement of p oviaed services, the user the essential services for com-
New users or on-aemand users must be han- mand and control is SYSCUN. Although ne-

oleo concurrently with full period users. cessary for survivability, SYSCON alone is
The network manager must provide the user not sufficient to provide the required
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level of network survivability. It, how- Control Subsystem tSCS) and the planned

ever compared to network diversity or DOCS DSCS Operations Centers 1DCSCOCs);

hardening approaches, is a very cost et- 14) Intermediate control is performed by

fective approach to resolving the problem. Intermediate Control Offices (ICOs), the
planned AIEC Nodal Control Subsystem

Planne. connectivity for each of the iNd), anu major Technical Control Facili-

transmission systems, and communications ties ITCFs); and 15) Station control is

networks for 1985 has been identified. performed by Circuit Control Offices

Emphasis must be placed on defining the (CCOsI, AUTOVUN switching centers, AUTVDIN

assets of those communications links which switching centers, the planned ATEC Monit-

will exist to support the S¥CN subsys- oring and Alarm System (MAS), the planned

tem, i.e., Critical Control Circuits DUCS Terminal Control Element (TCL), and

ICCCs), and Orderwires OWs). It is these TCFs.

links which influences the operation ot

the SYSLXM subsystem during a crisis, and Control Functions

therefore must survive any degradation in

service cause by that crisis tnatural or The system control functions which

man made). are reauired for crisis management, are
(erived from two sou'ces.

This paper audresses the problem of

how to provide the necessari survivability First, a generic model of a control

to thu DS for the 1985 time frame pre- system can bt identified which represents

senting suggestions for enhancing the per- the basic SYSCUN functions. 'Ihese generic

tormance and the survivability of the DCS functional elements are the iollo ,ing:

SYSCON subsystem. (1) system status reporting; I) system
asta reduction and analysis; () conligur-

The paper is organized as follows: ation and control aecisions; (4) issuunce

(1) Baseline SYSCON subsystem definition; of configuration and control directives;

(2) Identification of Potential Improve- 15) coordination with external control

ments; (3) Analysis of Improvements and elements; ana (U) coordination among oper-

kecommenuation of an architecture for an ational 4controlled) elements. The rela-

improved CS SYSCON subsystem. tionships of these elements are depicted
in Figure 1. Multiple circuit outages

BASELINE DESCRIP7ION which begin to impair elements 1, 4, 5 and
6 are coiuunications aependent. Without

The DCS SYSCON subsystem is currently the ability to gather status, coordinate

organized in a hierarchical structure, with other control elements, anu issue

known as the DCA Operations Control Com- control directives, the information pro-

plex (DOCC). There are five levels in the cessing functions (elements 2 and 3) be-

SYSCON hierarchy, the first two levels ana come ineffective. Isolating an informa-

part of the third, make up the LUCC: tion processing capal ility from the sys-

(1) Worlowiuc Control is performed by the tem, results in the same disruption of

DCA Operations Center (DCAOC) in Arling- control functions as loss of the informa-

ton, Virginia, which includes the planneo tion processing capability itself. In

DSCS Operations Control System (DOCS) Op- either of these cases, coordination uirec-

erationr Control Element (OCE), the fly among operational elements becomes the

AUTODIN II Network Control Center ItNCC), only means to proviae a very limited caps-

ano utilizes the Worldwide On-Line System bility to perform system control activi-

IWWOLS) computer network; (2) Theater Lev- ties. To combat this possibility, the

el Control is performed by Area Communica- problem t',en becomes one of ensuring the

tions Operations Centers (ACOCs) for the survivability of the system control tunc-

Western Hemisphere, European and Pacific tional elements. In order to do this the

Theaters, which includes the planned DOCS physical system control structure capabil-

OCs, the experimental AUTOVON Network ities reouireo to supportthese functional

Control Program, and the WWOLS; (3) Re- elements must be made survivable with re-

gional control is performed by DCA operat- gard to the stresses that may be applied

ed Regional Communications Operations Cen- to the DCS. The preservation of elements

ters tiCQCs), Facility Control Offices 1, 4, ana 5 requires a survivable critical

FCOs), for the planned Automated Techni- control circuit network. Elements 2 and 3

cal Control (ATEC) System the ATEC Sector depend upon the survivability of control
facilities, especially ADP related capa-
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Stress Conditions

The stress conditions listed above
occur during a crisis or wartime period
and will require system control actions to
be taken. The planned SYSCON control sub-
system assets (AUTt.NON Ccntrol, AUTODIN

Control, WVYOLS, ATEC, and DOCS) were anal-
I aw-&tuu~nm Iyzeu to derive the shortfalls of these

assets in support of those functions.

Special operational ipolitical, logistic-
al, and tactical operations) considera-
tions were identified which would be imp-
ortant in the production of recommended
approaches to improve the survivability of

the control subsystem functions. Stresses
during peacetime, pre-contlict, and con-
ventional war periods have also been con-
sid rea. Further, stress and vulnerabil-
ity relationships identified in a DCA vul-

g~umewm~eisAmainmY5 nerability study (COMSTRESS) have been
incorporated. In summary, the next step

Qsuwumm.@ m to develop approaches, uiscussed in the

inmy-tmym m unext paragraph, tor improving the pertor-

COMOOMW amm zoom ts"Im maice of the control !ystem during a cri-
)M sis is based upon existing system con-

straints, shorttall.;, and typical tress
which could be aplieu to the DCS during
crisis periods.

Fikjrt i. Generic System Control Model Centralized vs. Decentralizeo System

During eeacetime centralized SYSCON

hilities. Element 6 is dependent upon the will enhance the efficiency and operation-
DCS orderwi,-e network and therefore de- al effectivenecs of the LCS. This cen-

pends upon the redundancy of communica- tralizea philosophy is attractive even
tions connectivity between/among opera- during those circumstances associate( with

tional elements. minor cirsis conditions, such as those

causing localisea network damage (i.e.,
Secono, through discussions with the natural or man made). A centrally cont-

engineering and control staff members at rolled SYSCUN ha: the distinct advantage
each of the major DOCC operations centers, of overseeing the larger UCS network, opt-
the essential functions were identified. imizing effective solutions to alleviate
Consequently, eleven separable functions the crisis, and can take advantage of the

have been identified from those functions inherent aoaptability of the DCS to make
performed by )CA operation- center staff the necessary adjustments. An example of

as being those required to support the this type of problem is represented by a
mooel futnctions. The eleven functions single AUTOVON switch failure that must be

tall into three categories and are: 1a) resolved by alternate routing circuits
Communications Connectivity management (1. around the damaged eouipment. Due to the
Circuit Restoral, 2. Circuit Allocation technology employed in AUTOVON controls,

and Engineering, 3. Reconstitution, 4. kx- the logical coordinator and executor of
tension/Augmentation of the DCS, 5. Recon- SYSCON is the DCA Area Communications Op-

figurat~on, 6. Contingency Plan Manage- erations Center (ACOC).
ment); b) Status Collection and Retention
(7. Data base Management); and 4c) Network At the other extreme from peacetime,
Control 48) Satellite Network Control, that of some general wartime condition, it
9. AUTLVUh Traffic Control, 10. AUTODIN is desirable to have the LJCS decentrally

Traffic Control, and 11. AUTOSEVOCUh Traf- managed. There are two important reasons
fic Control). for this conclusion. First, during times
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of severe stress the DOCC is likely to be transmission elements which exist, addi-

damaged, and therefore architecturally tion of new elements, and making better

fragmented. Under such circumstances a use of existing elements. This can be

decentralized SYSCON subsystem will allow accomplished by eliminating some of the

many of the fragmented substructures to single threadedness o1 the CCC and uW net-

continue to operate in an effective manner works, ann utility of a mix OL transmis-

serving a localized area. The second com- sion media for CCC and OW traffic.

pelling reason for decentralization under
severe crisis has to do with the fact that Near Real Time ADP System Control Tools

under wartime conditions the OCS becomes
part of the theater commanders' assets. The Analysis ana Decision Making fun-

As the military threats become more sev- ctions are not currently capable of being

ere, the operational commands themselves performed in time to be effective in cri-

become less centrally controlled, frag- sis periods. The Communications Connecti-

mented and, of necessity, independent. vity Management, btatus Collection and
The regional, intermediate or station lev- Retention, ano Network Control Functions

el assets of the LCS servicing a particul- are currently supported by a combination

ar level of command may become discon- of manual procedures and inadequate com-

nected from the tCS. This also affects pute based tools to be effective. There-
the DICC, at large, along with the associ- fore some ADP tools will be requirea to

ated military subscribers' assets. improve tiie ability of controllers and
engineers to make decisions ann issue con-

In between these two extremes, the trol directives to the operational ele-
OCS would operate in varying forms ot cen- ments and network switching elements. The
tralized control. That is, as a given requisite ADP tools should be capable of

scenario transitions from peacetime to collecting status information, providing

general tactical wartime conditions, the network controllers with information about
DCS will likely transition from a largely status which affects critical users, anu

integrated ano centrally managed system, displaying decision options available to
to a largely fragmenteu ann locally con- network controllers when losses in service
trolled set of subnetworks. The key occur.
SYSCON issue is how to architect such a
transition smoothly Continuity of Operations Center

CaPabilities
IMPkuVEMENTS CONSIDERED

Although contrary to the trend of
Several approaches cai, provide suffi- implementing network controls in a aistri-

cient improvements n the SYSCON subsystem buteu manner to manage systems which are
to be able to respond to a crisis, they somewhat survivable due to their inherent

address the specific constraints which are design anu redunuant capabilities, the
imposed by the nature of the DCS itself. tiCb networks 1AUTOVWN, AUTuDIh and

Serious consideration is given to minimum AUOSEVOCON) each require a single site
Cost to achieve the goals set forth. 6ach from which control actions are coordinated
ot the approaches alone does not provide fron and control decisions mane. More-
sufficient improvements to the control over, due to the nature of the operational
system for survivability. Therefore, the proceaures used for technical control of
following discussion of each approach con- these networks and their use oL the trans-

siders the improvements to be implemented mission media (satellite, terrestrial, ana

as an integrated system. submarine) integrated control of all of
the networks and transmission media is the

Increased Survivability of CCCs and OWs most efficient approach for crisis manage-
ment of the OCS. Therefore, theater level

In oroer to support the collection of control IACOCs, and RCOCs) murt be surviv-
status information and issuance of control able in order to effectively manage these

aecisions, the CCC and UW networks must be assets. Although control actions for these
made surv,vable. If status and decision networks ann media can be eftected from

iniormation transfers cannot be effected, many different sites it is significantly
then, the control system cannot be effect- less eflective than an integrated approach
ive. Approaches to improving these net- to control. Approaches to insuring that
works include improving survivability of theater level control which were consider-
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ed included: Redundant ACUC, DCAOC back- ever, the current design of the ATEC sys-
up of ACOC, Hardened facilities, NATO Cen- tem is not adequate to support near-real--
tral Operating Authority ICOA) Backup of time data collection needs of the SYSCON

ACUC, Joint (NATO COA anu ACOC) Communica- subsystem during a crisis. ihe hierarchy

tions Operations Center (JCOC) Concept, of control provided by the ATEC system iF

and expansion of the number of Regional not survivable because it is single

Communications Operations Centers (RCOC). threaded, and only minor provision has

Further, each ECS theater imposes a dif- been made to recover from station, noue or

terent set of constraints on a solution sector facility outages. The provision

and must be consiuered independently of for saving outage status at the severed

the others. European Theater control must node will only permit the fragmenteu por-
be maintained within a small area when tion ol the DCS to be utilizeu in crisis

compared to the Pacific Theater. In the decisionmaking. If the severed node coulo

Pacific Theater, communications assets be reconnecteu, a prolonged periou of uti-
tend to be divisible into islands of com- lity of a larger data base for control
murications assets with long distance con- tiecisionmaking wili result. Other prob-

nections. The European Theater, on the lems exist with the ATEC design, e.g., no

othe hand, is not easily uivisible, as automated reporting of theater level sta-

such. It is a highly intertwined set of tus information has been provided, and no

assets. In contrest to the European and auttmateo reporting ot station level sta-

Pacific Theaters, WESTHEM control is pri- tus data will be made. Manual proceaures

marily concerneu with interfaces to AT&T wili be useu to perform these functions.

anu Western Union control centers, since Charges to the ATEC system can be made to

all hbIHEM assets are leased from these make the system survivable. For example,

carriers, if a Sector is inoperable, all real-time
reporting from nodes and stations which

Increased SYSCUN Responsibility at AXLC are in that sector is lost. The remaining

and LIC)CS Elements Sectors sliould be made capahle of receiv-
ing and maintaining status information

Althou h .ome survivability is achi- iron the 6urviving nodes and stations.

eved by ensuring that the centralizeu con- The nodes can be connected t(, another sec-

trol cente-s will exist, it is not sulfic- tor or to the ACUC via the rtse of AUTODIN

ient. Listribution of functions must or using acoustic couplers for transmis-
still be maue. Moreover, there are sever- 'ion over AUTVUN circuits. A secona ma-

al sites, in each theater which have the jor change to AIEC can improve the re-
potential to become sites to which control spoise time ol the status collection pro-

functions can be distributed. Included in cess. This is via the concept oi a crisis
these sites are ATEC Sector Control Sub- moue of operation. In this nooe, the AMLC

systems, and OCS USCS Operations Cen- station level equipment woulu be program-

ters. Each theater will have at least med to perform Lull monitoring of circuit
four SCSs and one DSCSOC. There exists and equipment parameters on mission essen-
the capability at each site, due to the tial circuits. Other non-esscntial cir-

existence of computer equipment, connecti- cuits would be monitored for ma3or alarms
vity to a substantial portion of the tCS, only. This crisis mooe can be tied to the
and some engineering staff to support the ADP bystem Control tools defined above as
required missions. Approaclies to imple- follows. Suppose that a restoral plan is

ment the distribution of functions to generated. The preempted non-essential
these control siter were consider,:d, and circuits r~quire full monitoring at this
several concepts of operation were identi- time. Therefore a further enhancement ot
fied. the near-re3l-time ADP System Control

tools, as part of generating a restoral
ATEC Surviva;.ility and Crisis Mode plar, the ADP tools would generate the

preempted circuit list and the directives

The programmea ATEC system can play a to the ATLC station equipment to moritor

major role in the SYSCUN subsystem due to these newly defined essential circuits,

its network of distributed computing and direct the equipment to monitor wit'
,

eouipment and connectivity to LJCS assets. the appropriate thresholds for alarms

The ATtC system can be most useful in sat- based upon the new service being provided

isfying the need to collect status inform- by the circuit.

ation ond iesue control directives. How-
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SURVIVABILITY PERFORMANCE
OF

MX COMMUNICATION SYSTEM

Narayan Subramanian & Ivan T. Frisch
Network Analysis Corporation

Great Neck, New York

ABSTRACT: A simulcast radio network, using priority reservation, is
described for the MX command and control system. Simulation
results on network survivability and reaction time are given for a
typical wing deployment. The broadcast routing associated with
simulcast requires no control or monitoring overhead since all nodes
act as relays. However, this requires strict control of traffic
entering the network. This is done by imposing a prioritized
reservation channel access control protocol.

INTRODUCTION 0 Provide a survivable, flexible, androbust routing procedure;
This perer describes a communication

control strategy based on the "shell-game" * Provide controlled access to the
approach of deploying about 250 missiles channel with no contention;
randomly among 5,000 shelters. In the post- 0 Use broadcast transmissions to
attack mode, communications is required only ensure "Preservation of Location
between occupied surviving shelters. A Uncertainty" (PLU); that is,
survivable MF radio system has been prevent enemy detection of live
considered to meet the postattack Command, missile locations.

Control, and Communications (C3 ) require-
ments. We describe a network architecture Simulation results are given for the

for the C 3 network that will: survivability performance of a wing-wide C3

network operating on the simulcast protocol.
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For the present study, we assumed the This also facilitates the
5,000 shelters, comprising the wing, are preservation of location of
divided into five, roughly equal sized uncertainty (PLU).
squadrons, each with an MLCC (Missile Launch 2. Broadcast routing is a natural
Control Center), up to two ALCCs (Alternate scheme to rnet the requirement
Launch Control Centers). Gateways interface that every C message is received
the MX system to External Higher Authority. by every surviving missile.

3. The protocol is robust since every
SIMULCAST SYSTEM station acts as a relay, thus

providing a very high degree of
In its basic form, simulcast is a redundant paths.

broadcast routing scheme in vhich a station 4. Network management is easy since
transmits a message in a reserved time slot, only one message is "active" at any
and every station that receives this trans- time.
mission correctly will rebroadcast the message 5. It provides uniform co:ipinent and
in time synchronization during the second time operatin; cundition,.
slot; stations receiving the message in the
second slot repeat diring the third slot. The In addition, the simalcast protocol can
message thus propagates through the wing on a also provida significant advantages in
hop-by-hop basis, similar to ripples spreading esta'lishing network connectivity across a
across the surface of a pool. To control "swath attack;" that is, an atack that attenpts
access to the channel, a reservation slot is to destroy all nodes in a swath to prevent
provided. Each station is allotted a mini-slot communications across the detroyed area.
within the reservation slot. If a station has a The multiple, simultaneous repeats of
nessage to send, it broadcasts a short simulcast may result in either a power gain or
reservation message in its reservation slot and power loss, depending on the relative phases of
lets it propagate through the network the qrriving signals at a receiver. Since there
according to the si;nulcast hop-by-hop repeat will be a large number of receivers on either
rule, to ensure that all itations receive the side of a swath, the probability of power gain
reservation request. The station gains access for at least one receiver is very high. Since
to the channel at the end of the reservation any receiver can act as a relay, it is possible
slot and transmits its message Nithout to bridgc the swath and maintain network
contention from other stations. Figure I connectivity in an adaptive manner.
illustrates the simulcast protocol. 1

3IMULATION IODEL

A conprehensive model of the simulcast
___,_ _________________________ concept has been developed to study the

AI AGAT performance of the simulcast syste. This

-'1-;I-.oe -'I- .model includes the following network
characteristics:

*W Ace 9t aC a. R~U propagation loss over sinooth

e. variation in signal phase
The principal advantages of the relationships due to frequency

hopping;
sIG. 1s: SMLCATCANNL Lf. Wing geography;

.Broadcast routing is simple. No g. Number and location of stations;

routing information is needed in h. Propagation of messages through

the message or at the repeating the wing on one and two channels.
stations since each station repeats
every correct message it receives
(messages are repeated only once).
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The model includes a detailed
topographic data base of an MX wing site in CONTOUR OF FRST HOP COVERAGE

Continental United States. This data base
includes wing boundaries, mountain contours,
and potential missile shelters.

SURVIVABILITY PERFORMANCE EVALUATION: 1

The survivability criterion for the C3  2 2 2 t II I

network is the percentage 
of stations that 

0 
(COVERAGE

receive a message. If N. stations receive a I MESSAGE

3 ntransmission by Station i, then the C3 network 1

survivability measure for this station is: I' 1OURCE

Ni  

/

Si= N - 1 42,

Where N equals the total number of ; 1 '
surviving missiles in the wing. The average 0- DESTROYED NODES

network survivability is: NUMBERS CORRESPOND TO HOP NUMBER
WHEN MESSAGE IS RECEIVED

N =MOUNTAIN RIDGES

N IFIG. 2: SIMULCAST HOP PATTERN

N N. Figures 3 and 4 represent typical results

I .__ of the parametric studies on surviva')ility

1 N - I perfornance. The two key parameters that
were varied are radio range and -ittack level.

To obtain insight into the impact of
parameter variation on the system
performance, the following outputs are
generated:

1. The average network survivability 90

which is a measure of the
connectivity of the network and is so

equal to the average number of OR To
surviving missiles that receive a

C 2 message. 6o

2. The average "reachability" or
message hop distribution. 50a

The average reachability describes the ' 0

simulcast hop-by-hop propagation pattern.
The average reachability in hop i is defined to 30

be equal to the average percentage of

surviving missiles that receive a C 2 message to ss osuciO

in that hop. ,0 9 0% DESTRUCTION

Figure 2 is a graphical output of the
program showing the hop-by-hop simulcast 2 3 4 6 a , a 9
propagation across a rugged mountain terrain. .01s
Connectivity across obstacles such as
mountains is achieved either directly due to FIG. 3: SIMULCAST PERFORMANCE AT 30 KM

the signal reinforcement from multiple trans-
missions or by using relays.
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Figure 5 shows the survivability
performance under a swath attack, in which
the wing is partitioned as shown in Figure 6.

so -It is seen that the simulcast protocol provides
for a fully connected network by using signal
reinforcements from multiple transmissions to
Ienetrate the destroyed swath.

GO

%50 

07

30GO

20 • 55-4 DEST7MTN 70+T h DSyIpULTCM SS90 OSTtUC E

'0

1 2 3 4 5 ? 950.

FIG. 4: SIMULCAST PERFORMANCE AT 50 KM 40

The results show that the network 30

surviva'3ility is quite robust with respect to M 5OKM

radio range and attack level. For example, 20-

with a 55 percent attac,< (that is, an attack
that destroys 55 percent of the nodes), the
number of hops required by a message to cover ,0

over 90 percent of the wing is four, with
variation in the radio range between ,
30 kilometers and 70 kilometers. This 1 2 3 4 5 6

surprising result can be explained by the fact 6o6s

that the range advantage provides increased
coverage in the first hop, but the margin FIG. 5: SIMULCAST PERFORMANCE UNDER
decreases in subsequent hops due to the large SWATH ATTACK
number of relays. Table I shows the number
of transmitting stations in each hop for radio
range of 30 kin, 50 kin, and 70 ki. It is seen
that the higher radio range provides increased
coverage in the first hop, but the large number
of relays compensates for this in the
subsequent hops for the lower radio ranges.

TABLE 1: PERCENTAGE OF SURVIVING STATIONS
RELAYING MESSAGE

RADIO RANGF

Hop NO. 30 km 50 km 70 km

1 22 28 36
2 36 40 46
3 27 26 16

I I2 4 2
5 3 -- FIG. 6: SWATH ATTACK

36



Subramanian & Frisch

REACTION TIME PERFORMANCE ANALYSIS

The major elements of the C3 traffic
within the MX system consists of three types
of messages:- .

n Emergency action messages (EAMs). 4 w q

* Retargeting, messages. W 0

* Status messages. .

The priority of the message is as orderedT
above. The first two message types may be
initiated by External Higher Authority (EXHA) RESERVATION MESSAGE RESERVATION
and received by MX system gateway nodes for FRAME TRANSMISSION FRAME
transmission into the MX wing in the MF FANY

simulcast network. Three types of gateway
nodes are considered: those that interface FIG. 7: PRIORITIZED RESERVATION FRAME
with EXHA via '-IF links, those that interface
via UHF links, and those that interface via the
SLFCS.

Prioritized Access Control Reaction Time Estinates

Because of the large number of surviving The reaction time depends on the
nodes (about 125) and the number of hops priority class of the message and the state of
required to cover the wing (4 or 5 hops), a the network (busy or idle) when the message
terminal with a high priority message may originates or enters the MX system. In
incur unacceptable delay vhile waiting to general, reaction time is given by:
make a reservation for channel access. For
exanple, at a data rate of 600 bps, a Reaction Wait for Current
reservation minislot of 15 :)its ,ill resilt in an Time Transmission Block
average access delay of 6 seconds. To provide to Finish
more rapid access for priority traffic, the
priority reservation simulcast protocol was + Reservation Time
developed. The prioritized reservation frame
is shown in Figure 7. As before, each missile + Transmission Time
station is assigned a reservation minislot, and
each of these :ninislots is preceded by four + Delay due to Higher
minislots that are assigned to the Alternate Priority Interrupts.
Launch Control Centers (ALCCs) and the
three gateway groups for priority trans- Reservation - 15 bits (4 hops) (5 ninislots)
mission. For example, an EXHA message Time 0 bps
entering the MX network via the HF link is
received by several or all of the HF gateway 0.5 see.
nodes. All no,2es receiving the EXHA message
will make a reservation simultaneously (group Transmission
reservation) in the minislot corresponding to Time for a 600 bits (4 hops)
the tHF gateway group. This is followed by 600-bit isg. 600 bps
simultaneous transmission of the message by
each of the gateway nodes. Once channel sec.
access is gained by making a reservation, the
message transmission follows in "blocks" ofdata. 0 For example, the 4800-b)it long For example, an EAM message which arrives

data Forexaplethe 800bit ong when the net is idle will have a reaction tine
retargcting message will be transmitted in six en t nese ill hae a recon plus

blocks of five messages, thus, providing an equal to reservation time (.5 seconds) plus
interrupt opportunity after each block. trans:nission time (4 seconds) which equals

4.5 seconds. If the EAM arrives when
retargeting is in progress, the delay will have
to include the transmission time for the data
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block in transmission. Assuming a data block TABLE 3.A: RETARGETING MESSAGE REACTION
size of five messages, the average delay in TIME
this case will be 14.5 seconds which includes a
10 second access delay, 0.5 second reservation
delay and 4 second transmission delay. Number of Higher Priority (EAM) Messages

Arriving during Retargeting MessageSummary of Reaction Time Analysis iTransmission, I
Block Size for
Transmitt ing"

The reaction time estimates developed Retargeting Message 1=0 1= I 2
for the different message types can be K see See See
combined to give total system reaction time K = 5 123.0 127.5 132.0
performance. Tables 2 through 4 can be used K = 10 121.5 126.0 130.5to obtain the system performance for various
expected traffic scenarios. Table 5 exhibits Condition: Network idle at message initiation.
the worst-case delay for the different message Retargeting message consists of 30 packets of 600 bits.
types, based on the following scenario: the
retargeting message arrives while status
collection is in progress, waits for the status
message block to be complete, and gains
access to the channel. The EAM arrives while
the retargeting message is in transmission, TABLE 3.B: RETARGETING MESSAGE REACTION
waits for the current transmission block to TIME
finish, and gains access to the channel. When Status Msg Block Size
the EAM transmission is completed, the Retareting L = I (See) L 5 (See)
retargeting message transmission continues, Status Msg Block Size Mean Max Mean %laxand when this is finished, the status collection Msg Size K Delay Dela% Delas Dela,
continues. For this traffic scenario, the129.5 131.5 137.5 147.5worst-case cycle titne (time for messages K = 10 128.0 130.0 136.0 146.0
fro,n all classes to complete transmission) is
about 200 see. 30 bits K = 5 197.7 127.7 128.0 128.5

K = 10 126.1 1,r.2 126.3 127.0

TABLE 2: EAM REACTION TIMES WITH DIFFERENT Condition: Network busy with status collecti- . at message
LOWER PRIORITY MESSAGES IN initiation. one EAN interruption before transmission is
TRANSMISSION complete.

TABLE 4.A: STATUS MESSAGE REACTION TIME IN
Block EAM Reaction Tnine THE ABSENCE OF HIGHER PRIORITYBlok RMESSAGESSize

Mean Maximum
(See) (See) Status Msg Block Size, I

600-bit retargeting or long status message in Status L = 1 ,= 5 L 10
transmission 115g Siz (See) (See) (See)

1 6.5 8.5 600 bits 900 820 810
5 14.5 24.5 150 bits 300 220 210

10 24.5 44.5 30 bits 140 60 50

150-bit status message in transmission
TABLE 4.B: STATUS MESSAGE REACTION TIME

1 5.0 5.5 WITH ONE-HIGHER - PRIORITY
5 7.0 9.5 (RETARGETING) INTERRUPTS

10 9.5 14.5
Status Msg Block Size, L30-bit short status message in transmission

Status L=1 L=5 L= 101 4.6 4.7 Wag Size (See) (See) (See)
5 5.0 5.5

10 5.5 A. 5 600 bits 1,023 943 933
150 bits 423 343 333
30 bits 263 183 173

Retargeting message block size, K= 5
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TABLE 5: WORST-CASE DELAY ESTIMATES FOR are given based on simulation and analysis.
DIFFERENT MESSAGE TYPES These results indicate that simulcast is a

viable option for providing a survivable and

robust C 3 network, even for a rugged terrain

Status Retargeting Reaction Time (see) deployment of the MX system. The multiple,
Msg Size Msg Block Size, K EAM Retargeting Status simultaneous relay of a message can provide

30 bits K= 1 8.5 140.5 199.5 signal reinforcement needed to bridge across
K = 5 24.5 128.5 187.s mountains or swath destruction. The
K =10 44.5 127.0 186.0 broadcast routing associated with simulcast

requires no control or ino'nip ring overhead
Status message block size, L =5 (reservation slot for since all nodes act as relays. However, this
priority interrupt follows five status responses) requires strict control of traffic entering the

network. This is done by imposing a
prioritized reservation channel access control
protocol. The single channel sinulcast system

Table 5 shows an important relation described in this paper assumes a wing-wide
between message block size and reaction time access control discipline. Further *improve-
for the different message types. For example, ments to the reaction time performance can
when the retargeting message block size is be obtained by structuring a multichannel
decreased from 5 to t, the EA."I reaction time simulcast net. This can be done by
increases from 24.5 to 8.5 seconds. However, partitioning the M X wing into regions

the retargeting message reaction time (typically coincident with each squadron), and
increases from 128.5 to 140.5 seconds because providing non-interfering simulcast nets for

of the overhead introduced from the more the command and control of each region.
frequent transmission of the reservation Gateway nodes will have to be provided for
frames. Moreover, it appears desirable to interregion communications, and this
keep the block size small, as long as tie introduces greater complexity and control of

message rate is low. With the sa:ne example the system.

above, when the block size is decreased from 5
to I for the retargeting messages, the reaction ACKNOWLEI)GEMENT
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ABSTRACT: The need for communications system control
across the tactical/strategic boundary stems from the
requirement to join tactical and strategic assets dur-
ing periods of general or limited war, and in support
of survival, recovery, and reconstitution efforts.

Emerging control systems mirror the divergent technical
advances in the systems they control, resulting in
separate, different control hierarchies. This paper
examines the cross boundary transactions required to
provide interoperation and evaluates some potential
solutions. The most promising developmental approach
is to treat interoperability as a separate entity, cen-
tralized to the extent that survivability considerations
permit; even though, ultimetely, interoperability func-
tions may be incorporated into other system control
elements. An Interoperabillty Control Element (ICE) is
proposed as a vehicle for further development and re-
finement of interactive system control techniques and
procedures.

THE INTEROPERABILITY PROBLEM substantially independently of each

other, with the result that the stra-
Communications technology has tegic and tactical communications

made significant advances over the worlds are finding interaction in-
past twenty years. These advances creasingly difficult. This defici-
have been incorporated into various ency in interoperability exists with
communication upgrades within the respect to both the basic mission
Department of Defense. The strategic communications systems and with res-
and tactical upgrades have occurred pect to the system control (SYSCON)
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aparatus vhich is used to control 3. Separate operation of the DCS
and manage the mission systems. More and tactical networks with a rigid
impediments to interoperable SYSCON boundary and independent and differ-
impend in the massive replacement of ent procedures.
many manual SYSCON functions with
data processing networks as embodied The choice of the system control
in the Tactical Communications Con- management concept clearly affects
trol Facilities (TCCF), Automated the amount and nature of information
Technical Control (ATEC) Real Time traversing the strategic-tactical in-
Adaptive Control (RTAC) and the World terface.
Wide On Line System (WWOLS) upgrades.
This substitution of machines which In Alternative (1) the unified
do not converse with each other, for system control concept implies that
people who speak a common language, a single system control activity
will exacerbate tactical-strategic maintains awareness of system status
interoperability problems unless posi- and directs control actions to main-
tive remedial action is taken. tain optimum overall system perfor-

mance. To implement this control
As a means of gaining an improv- mode would require that unevaluated

ed understanding of the interoper- or partly evaluated data be forward-
ability gap and of potential remedial ed to the control activity which
measures, Rome Air Development Center would then formulate control direc-
initiated a study in January, 1979.(*) tives as required to improve overall
The study addresses three major task system performance.
areas: a requirement evaluation
task; a system control interoper- In Alternative (2) the separate
ability requirements and baseline but mutually knowledgable control
definition task, and an equipment/ concept, strategic and tactical or-
software recommendation task. Work ganizations would operate indepen-
performed pursuant to the first two dently but with an exchange of in-
tasks, constitute the source material formation and requests for control
for this paper. (1) actions. In this context one con-

trol organization would transfer
CONTEXT OF SYSCON INTEROPERATION information to the other whenever an

actual or potential change in ser-
In general terms three alternate vice across the interface is sensed.

management contexts may be hypothe- Control actions would probably not
sized for interoperability system con- be requested per se. Rather an
trol purposes. These are: operational situation would be des-

cribed which would cause the recipi-
1. Unified operation of the DCS and ant to generate control actions in
deployed tactical communications ele- the context of his own system's re-
ments as a single integrated system. sources and requirements.

2. Separate operation of the DCS and In Alternative (3) the estab-
tactical networks with clearly deli- lishment of separate systems with a
nested interfaces and a basic under- rigid, formal boundary would entail
standing by operators of each network the least transfer of operational
of the resources and procedures avail- control data. Presumably the inter-
able to the other, faces between the strategic and tac-

tical systems would be preestablish-
ed by plan. Each system control or-

(M) Information presented in this ganization thenceforth would concen-

paper reflects work performed for trate its interoperability resources
Rome Air Development Center, Criffiss on verifying that its system is
Air Force Base New York under contract functioning to the boundary.
to Honeywell Incorporated, Avionics
Division, St. Petersburg, Florida. The Interfacing of control systems
contract number is F30602-79-C-0066. requires a fundamental understanding

of the hierarchical configuration
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and operational capabilities of the Comparisons of the established
systems to be interfaced. In the strategic hierarchical control struc-
areas of tactical and strategic com- ture and the planned TCCF hierarchi-
munications systems it is necessary cal control structure clearly illu-
to define the control infrastructures strate that system level management
for both systems. The evolving stra- configurations exist in each case;
tegic communications control system however, the two structures are
will consist of the familiar five different in functional terms be-
level hierarchical structure of World, cause of the difference in mission
Theater, Sector, Node and Station. requirements. No clear cut level of
(2) (3) The operating elements of interoperability management practices
this structure will be supported by can be stated simply by comparing
the WWOLS manual technical control the hierarchical configurations.
facilities, orderwire structures and
ATEC contingent on final procurement From a technical standpoint,
and deployment. Future strategic TCCF and ATEC, the incipient tools
systems will result in major changes of SYSCON, have different message
in the communications capabilities repetoires, which are tailored to
with the fielding of the on-going the equipment, nomenclature, and
development programs including the structure of the systems which they,
Digital European Backbone (DEB) up- respectively, support. These, too,
grade, AUTODIN II, AUTOVON Network differ far more than they coincide.
Control upgrade, Secure Voice Improve- An intermingling of strategic and
ment Program (SVIP) and the European tactical SYSCON is thus no straight-
Telephone System (ETS) program. Sys- forward melding of information; it
tem control of the DCS comprised of is rather the establishment of a
these new systems will follow the bridge between systems with differ-
five level hierarchy with information ent rules.
flowing from the lowest level to the
higher levels and control direction The incommensurability of tac-
flowing down. tical and strategic SYSCON structures

and tools leads to the conclusion
The evolving tactical communi- that the management context of a

cations control systems will consist single, unified system (Alternative
of a mix of older tactical control 1) is not feasible in the foresee-
concepts and equipments and the new- able future. A context somewhere
er TRI-TAC equipments with a gradual between the separate but mutually
phase over to TRI-TAC equipments and knowledgeable (Alternative 2) and the
automated control concepts. In separate with a rigid boundary (Al-
older tactical control concepts, in- ternative 3) is feasible. This
formation flows along communications situation was recognized early in
paths through command hierarchies the study, and thus became an under-
directly to respective service thea- lying constraint upon the work which
ter headquarters such as the Tacti- followed.
cal Air Force Headquarters (TAF-HQ)
and Corps Main for the Army. As de- BASELINE SELECTION
ployments of Tactical Communications
Control Facilities (TCCF) becomes a In order to allow examination
reality the system control functions of tactical-strategic interactions
will become aligned in accordance in small, tractable units, a detail-
with the Communications System Plan- ed methodology was employed. This
ning Element (CSPE), Communications methodology will be explained,
System Control Element (CSCE), Com- along with summaries of the inter-
munications Nodal Control Element mediate results. The flow of base-
(CNCE) and Communications Equipment line selection activities is sketch-
Support Element (CESE) equipment ed in Figure 1, which should be con-
functions and hierarchical structure sulted during the discussion which
identified in the TRI-TAC system follows.
specification. (4)
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DECOMPOSE FORMULATEOCS-TCCF EAUTU
SYSCON EVALUTRION

FUNCTIONS CIEI

F GSTRESSS TO INTEROPERABILITY- BASELINE SELECTEDDEPLOYMENTS DEPLOYMENTS FUNCTIONS lALTERNATIVES BASELINE

PLAUSIBLE CANDIDA TE
STRESSES BASELINE

ATERNATIVES

FIGURE I - BASELINE SELECTION METHODOLOGY

The first three steps consisted In step 4 a considerable effort
of the generation and mental exer- was necessary to identify what sys-
cising of scenarios entailing inter- tem control includes. Before inter-
operation of tactical and strategic operability system control could be
elements. In step 1 communications identified it was essential to pro-
structures supporting hypothetical vide answers to questions such as:
representative deployments were de- What is system control? What does
lineated. The deployments consider- system control include? What are
ed were a reconstitution of a destroy- the requirements for interoperability
ed DCS station with tactical equip- system control and how do they differ
ment; deployment of a quick reaction from day to day SYSCON? In order to
force to an isolated corner of the answer these questions strategic
world, and a joint U.S./Allied full rather than tactical system control
scale deployment requiring tactical was chosen as the subject for analy-
interfaces through the DCS. sis aid for several reasons. First,

the Defense Communications System
The second step consisted of (DCS) and its evolving control stru-

the formulation of representative cture has been in existence since
stresses which might be imposed upon being created in the early 1960's
the communications configurations from the parts of various military
evolved in the first step. The set department owned systems. Secondly,
of stresses discussed ranged from the DCS or strategic system control
normal operating nuisances to massive structure, policy and procedures are
failures, and included a problem well documented and standardized. In
often overlooked: getting communi- addition, the existing tactical sys-
cations initially established and tem control structure and approaches
running. found in both the Air Force and Army

tactical programs are subsets of the
Application of the stresses to strategic approaches; however defini-

the communications network, step 3, tion and documentation varies by
allowed tracing of the required tactical O&M organization. The
SYSCON actions. From this, consider- evolving TRI-TAC system will possess
able detailed information was gained a control structure which contains

about the specific chain of actions the four hierarchical elements CSPE,
required to respond to stress. This CSCE, CNCE and CESE. Each of these
process of exercising the sample com- four hierarchical elements have been
munications configuration was contin- assigned functional responsibilities
ued throughout the study and proved and tasks. These are only generic
to be useful and practical, assignments; detailed implementation
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approaches and procedures have not lity. The analytical framework of
yet been defined, steps 4 and 5 is shown in Figure 2.

The figure shows the "Interoperabi-
Analysis of the DCS system con- lity Control Element" (ICE) which,

trol identified a breakdown into six at this stage of analysis, formed a
major functional areas as shown in conceptual framework for study of
the strategic SYSCON half of Figure interoperability requirements.
2. These functions are accomplished (This conceptual ICE evolved into a
in varying degrees throughout the tangible ICE, which will be discuss-
DCS. On the tactical side only those ed later). A detailed list of 36
functions specified for the TCCF sys- interoperability functions was de-
tem could be equated to system con- rived, which was refined into the
trol actions. The existing manual ten functions listed in Table 1.
tactical technical control assets
(i.e. TSC-62 and TSQ-84 vans) fall Selection of a baseline for im-
mainly into the patch and test cate- plementation of the essential inter-
gory in response to detected problems operability system control functions
or direction from higher level autho- required the definition of implemen-
rity. Therefore, the interoperabili- tation alternatives, step 6, formula-
ty system control task mainly address- tion of the evaluation criteria,
es the interfacing of the TRI-TAC step 7, and evaluation of the alter-
TCCF structure with the DCS control structure natives based upon the selected
as shown in Figure 2. criteria, step 8.

I STRATEGIC SYSCON

ROP ABILIY INTERO TRA FIC AND A NPERFORMA£NCE|ITEOEABLT

'tTECH CNIAL T

NETWORK OTNG ASSESSMENT PATCH AND OSC PANG
CONTROL COUTTL AND STATUS S CONTROL

IO

TACTICAL

S" SCO N

FIGURE 2 - INTEROPERABILITY CONTROL ELEMENT CONCEPT

Step 5 combined the results of
scenario analysis, step 3, with the
generic, detailed SYSCON analysis
derived from step 4, for the purpose
of deriving the functions involved
in tactical-strategic interoperabi-
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TABLE I INTEROPERA:ILITY SYSCON Baseline Candidates
FUNCTION LIST

1. Eachange of Switched Network Information Six levels of implementation
(AUTOVON. AUTODIN, SVIP). This consolidated capability/automation were identifi-
interoperabIllty functional statement incor- ad which include varying degrees of
perstem the functional requirements as
fellows: man/machine interface from processor-

a. Exchange of network switch status to-processor direct exchanges to the
b. Exchange of network configuration status manual techniques utilized in today's
c. Exchange of traffic statistics and environment. The candidate baselines

loading information.
d. Exchange of outage information. This selected for study are as follows:

item is also listed for other system
activities in which outage information 1. ATEC and TCCF system deployments
is exchanged.

. I:AZCON information exchange, offer an opportunity for processor-
f. Network routing changes. to-processor interfaces. Consider-
g. Coordination of altroute activities

and exchange of alternate routing in- able modification to both ATEC and
formation. This Item is also stated TCCF systems would be necessary to
under other circuit restoral actinlities
which may require altrouting. implement this approach. Each pro-

h. Updates to switched systems routing cessor would be required to identify
tables.

i. Exchange of contingency information interoperability related problems in
pertaining to switched network opera- need of cross boundary coordination.
tion or traffic loading. Considerable software would be nec-

j. BSI and KDC status summary exchange. essary to accomplish the interoper-
2. Exchange of Dedicated Network fnformation, ability fault recognition and isola-
3. Exchange of Circuit Outage Information. tion goal. This implementation al-
Thl fonction is additional to outage exchange ternative is identified as full im-
information of tite switched networks. plementation automated for future
4. Fault Isolation Coordination. This func- reference.
tton includes switched network F.I. activity

and the exchange of user conplaints. 2. Impacts envisioned on ATEC and

5. Exchange of Quality Assurance Information. TCCF development systems give rise
This function incorporates such items per-
formance assessment and circuit data exchange to a concept of implementation/auto-
in support of quality assurance. It also in- mation which makes maximum use of
cludes the exchange of data tc support F.1. the capabilities of ATEC and TCCF,
and QA which relates to the QA portion. but also places a tangible Interoper-
6. Eacha:ge of Sateillite Information. satel- ability Control Element (ICE) System
ili statue Is considered here to he a pro-
cedural exchange which will follow the same between the appropriate hierarchical
reporting lines as link, equipment and con- levels of TCCF and ATEC (or the FCO,
figuretion status, in non-ATEC DCS environments) for

7. Exchange of ECM and resulting ECCM infor- the purpose of accomplishing inter-
macion, operability systems control with

8. Fxchsmge of Planning Information. Planning minimum impact upon TCCF and ATEC.
information exchange includes but not limited The ICE consists of a processor,
to: CRT Terminal, printer, crypto unit&

a. C
3

1 Planning information exchange, and modems and allows the ICE opera-
b. System capacity information exchange eor to access the ATEC, WWOLS and

for planning purposes.
c. Crisis management information exchange, TCCF data bases. Processor assisted
d. Planning coordination for mission sup- displays are used to reduce the

port. clerical load upon the operators.
9. Exchange of Circuit Actions Information. This implementation approach is
This function includes all TSR/Tlt Sativity
snd circuit updates normally included in identified an full implementation
circuit history files such as equipment at- uemiautomated for future reference.
torations. user relocations, etc.

10. Exchange of ;eneral Iniormatton. This 3. Another implementation approach,
function I considered and required to In- utilising only ATEC and TCCF equip-
sure unformatted and infrequent type requests

for information are ac-ommodated. ments, is to assign the interoperabi-
,m lity system control function to TCCF

and ATEC operators. No ICE hardware
Is postulated. This concept provides
processor assisted displays within
ATEC and TCCF using their respective
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terminals and processors as contrast- Baseline Selection Criteria
ed with the direct processor to pro-
cessor interfaces of the full imple- Baseline selection criteria uti-
mentation candidate. Each interfac- lized in evaluating the above six
ing sector (or FCO) and CSCE opera- implementation alternatives are
tor becomes responsible for the gen- listed in Table 2. The actual base-
eration, protection and transmission line selection process involved com-
of messages across the strategic/tac- paring each of the baseline selection
tical boundary. Software additions criteria against the six implements-
to TCCF and ATEC would be necessary tion alternatives for each of the
to accomplish this information ex- ten interoperability system control
change. This implementation alter- functions in Table 1, and generating
native is identified as partial im- an annotated matrix of high, medium
plementation automated for reference or low rankings. Upon completing
purposes. the ranking matrix a sum of each

level of goodness was obtained for
4. This alternative is identical with each of the six implementation al-
the previous concept except that the ternatives. The results of this
exchange of information is accomplish- analysis favored the full implemen-
ed manually by teletype or voice. tation semiautomated approach which
This has the advantage of minimal im- was, therefore, selected as a base-
pact on ATEC and TCCF systems since line for further study and refine-
no additional software or displays ment during the last phase of the
are required. Therefore, the alter- present contract.
native is identified as partial imple-
mentation semiautomated.

TABLE 2-BASELINE SELECTION CRITERIA
5. All of the above implementation al-
ternatives considered the appropriate 1. Performance
hierarchical levels for information ex- a. Response Timeliness
change which have been identified in b. Accuracy
the functional analysis. This option c. Low Data Base
is the assignment of interoperability d. Usable Information Format
system control responsibilities at e. Manual Override
the lowest possible hierarchical
levels such as switch-to-switch or 2. Low Vulnerability
station to station. Operators at
various stations and switches are 3. High Survivability
utilized to determine that a cross
boundary problem exists and necessary 4. Security
information is exchanged manually by
TTY or by voice. This alternative is 5. Independent Control
identified as minimal implementation
semautomated for reference purposes. 6. Availability

6. The simplest nonimpacting imple- 7. Manning Intensity
mentation approach towards interoper-
ability system control makes use of 8. Interoperability Mission
voice for cross boundary information Effectiveness
exchange between operators at a stra-
tegic station and a CNCE or between 9. Impact on ATEC and TCCF
operators at an AUTOVON switch and
the tactical TTC-39 switch. Opera- 10. Low Documentation Needs
tors carry the burden of interoper-
ability system control on an as need- 11. Manning Needs
ed basis. This alternative is iden- Percent Supervisor
tified as minimal implementation Percent Journeyman
manual for reference purposes. Percent Novice

Percent Maintenance
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Generic Attributes of Selected Base- TCCF, ATEC, RTAC and WWOLS upgrades
line (ICE) are being developed separately to

fulfill the SYSCON requirements of
The selected baseline in the im- the communications services which

plementation alternative described as they support. Their continued evo-
"full implementation, semi-automated". lution through engineering develop-
This alternative separates the inter- ment, evaluation, and refinement in-
operability SYSCON function. from the to operational viability vill be an
intra-DCS and intra-TCCF SYSCON, and extended process. Superposition of
concentrates them into a relatively interoperability requirements upon
small number of locations. Separate these programs would likely result
tools are used by separate personnel in further delays and uncertainties
to pursue interoperability problems. and the treatment of interoperability

as another peripheral requirement.
Although the detailed rationale Separate ICE development is, there-

for this choice is buried in the fore, recommended, and it should be
selection matrix, it is possible to noted, does not necessarily preilude
generalize about the advantages of a ultimate functional integraticn into
separate, centralized ICE. another SYSCON svstem it it lb fin-

ally deemed debirable mJd teasible.
From a personnel standpoint, the

interoperability functions are focused Ada;'tve. IA IJt ,b It is
upon an individual, provided with pro- a key ,nd ...- r-w.i ;nsirert in the
cessor assistance, who has the res- on aptc,.i:a.1 - 4,i, .jbbeq.vni
ponsibility of providing liasion bet- desin; ,f or -irm :. -JppTt the
ween the strategic networks and the pla.sb.l ,rL, . In Irleropel-
upper echelon of the TCCF control b,. -e,. . . , A -('a
structure. The differences in pro- 4 .. *, * .-
cedures and capabilities betheer. the V1 a tao ;.........

strategic and tactical systems sg- ab,...
gents that the presence of an Indlvi- s..p , . • , ar.

dual specifically charged with inter- " .
operability will facilitate smooth ..
overall operation. Even though an
understanding of how the tactial e e .. 0.
tem operates could be expected tv o.
slowly permeate DCS personnel. the
fluidity and changing configuratlons s..
which can characterize a tacti(al de- ,t a . -I
ployuent make maintenance of turrent Imp
tactical status very difficult if at.,
every individual who has some need .07 s.
for tactical information must stay .i,... •.
updated. Centralization of ICL fun - * . . .,
tions restricts the need for spec, lal- he "P . , .
zed knowledge and training to a rela- those I . . - ..- .s

tively small cadre. per? ,t , . . .
envi rnsol W' - f, . i . .t J -

The selection of a tangibly so- nate 'r !)e* . . .' .'n.. rc...
parate ICE contradicts the conven- been ct. c .. ,t,; .sc.,,,Iel.
tional wisdom that hardware and soft-
ware proliferation should be avoided Parddoxi adlc , 'he er .ite.
and has been the subject of consider- relativei. entralilari 1'I &t deter-
able debate. Nevertheless, in the mined to bv at leant eq-c,,i -c the
current context of SYSCON development, other (andicate approathes. with rem-
it appears to be the logical course pect to ad*Vtabilitv. The tundamen-
to follow, even though, consolidation tal reason for thip was that it en-
of functions into existing SYSCON ables the focusing of interopevabl-
elements may be, in the abstract, lity needs for a partiular tatital
desirable. As previously discussed, deployment upon a relatively flexible
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response to a particular situation, Within the tactical communica-
as contrasted with other alternatives tions structure, this separation of
which rely upon more data and proce- functions is much less clearly de-
dures which are predispersed and con- fined due both to the integrated
sequently more difficult to alter, nature of TCCF system control equip-

ment and to the fact that no opera-
INTEROPERABILITY CONTROL ELEMENT tional experience with TRI-TAC equip-
(ICE) DESCRIPTION ment exists. However, in many cases,

it is likely that the focal point of
The ICE is defined at three the tactical system will be at the

separate levels, tied to the DCS CSCE operated by the signal brigade
SYSCON hierarchy: for Army deployments and at the

TAF-HQ for Air Force deployments.
Theatre Level ICE at ACOC
Sector ICE The ICE function at ACOC would
Station ICE therefore, on a day to day working

basis, act as the interface between
These three ICE subsystems are the semi-automated ACOC functions

described in the next three sections, and the CSCE.
followed by a short description of
ICE communications. Generically, the sequence of

actions involved in determining and
Theatre Level ICE resolving network or circuit types

of interoperability performance de-
Within the DCA theatre, several gradations are shown in Figure 3.

networks exist whose control is ex- The sequence is shown originating in
ercised from ACOC. These are the the DCS network; however had it been
switched networks, AUTOVON and AUTO- initiated in the tactical forces the
DIN; terrestrial transmission system process would be roughly the conju-
control exercised through ATEC; sat- gate of that shown.
ellite transmission system control,
RTAC; and strategic secure voice con-
trol. Additionally, dedicated special
purpose networks exist whose network
control may be exercised elsewhere,
but whose interoperability aspects
may be exercised through ACOC.

"Nwat EAT 11 TO0EN" IR (MS WGUI

FIGURE 3 EXCHANGE OF CONTROL DATA FLOW PROCESS
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The first three functions shown three major functions:
are part of the standard network or
circuit performance evaluation pro- 1. Acts as a focal point for control,
cess, and are performed by the organi- performance monitoring and fault iso-
zation charged with network or system lation of portions of the terrestrial
control. Information describing per- transmission system which connect
formance of network elements is with the tactical system from within
gathered using whatever automated or the sector.
manual methods are available. This
information is collated and evaluated 2. Provides security checking and
in the context of the network as a message transfer between the strate-
whole. From this evaluation, pro- gic and tactical systems;
blems are identified whose resolu-
tion could improve network service, 3. Provides facilities for assump-
or about which, using organization tion of ACOC ICE functions in case of
should be notified, loss or impairment of ACOC ICE.

At this point, the interoperab- The transmission system control
lity aspects of the system control function of Sector/FCO ICE provides
process begin to come into play. Net- a focal point for control of cir-
work problems whose resolution can cuits and trunks traversing the stra-
be assisted by actions from across tegic and tactical interface within
the boundary are identified, as well the sector/FCO area. To provide this
as those which can be expected to de- capability the ICE operator has
grade the service provided through access to the pertinent parts of the
the interface. ATEC data base and can use ATEC cap-

abilities (or FCO assets), subject
!'hen a situation with cross to the direction of the Sector/FCO

boundary ramifications has been iden- controller, for performance assess-
tifled, the ICE function examines the ment, fault isolation, restoral, and
situation in the light of the cross other control actions. Requests for
boundary constraints and formulates action toward the tactical side are
a request for control actions or noti- directed to the appropriate CSCE who
fication of a situation. Some re- is responsible for selecting and im-
quests can be quite specific, such plementing the appropriate control
as a request for circuit switch des- action.
tination code cancellation of traffic
for a failed switch. Others may des- A related subfunction, which is
cribe a problem, but leave the con- probably best performed by Sector/FCO
jugate control organization the task ICE in some circumstances and ACOC
of selecting the specific actions to ICE in other, is the interface con-
be implemented in the light of its trol for dedicated networks. If the
overall network objectives and re- sector contains the interface and a
sources. Requirements to restrict substantial part of the network, the
traffic flow for example would pro- sector is probably a more appropriate
bably, in general, fall into this location than ACOC.
category since, usually they can be
achieved through several means or The Sector/FCO ICE has the role
combination of means. of providing an interface between

TCCF, which is accessed by AUTODIN,
Unique flow charts have been the ATEC message switching (or the

identified (1) which show the special- FCO orderwires) system and the ICE
ization of the generic network in- operator.
teroperability flows to AUTOVON,
AUTODIN and dedicated networks, res- Since the message switching cap-
pectively. abilities of ATEC are not secure, all

classified traffic is routed to the
Sector/FCO ICE ICE operator, regardless of intended

destination. Unclassified traffic
The Sector/FCO ICE performs destined for a DCS control element
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other than the sector itself is con- reverse process occurs upon the cir-
verted to ATEC format and forwarded cuit return leg, going from the CNCE
within the ATEC system utilizing to the strategic system. For secure
ATEC as an interoperability system voice, the Bellfield Seeley Inter-
control message switch, face (BSI) converts a number of en-

crypted 4 KHz analog channels into
While the operation of ICE as a an encrypted TRI-TAC digital trunk

message interface, as has just been group. This trunk group, and its
described, is an important part of constituent channels do not revert
its capability, the ICE operator is to analog form until finally decrypt-
expected to play a significant role ed and reconstituted at the user ter-
in the solution of interoperability minal. The BSI has a different set
problems. Most personnel in the DCS of interoperability system control
will know little about the tactical needs, which are addressed in Volume
network, and vice versa. With ICE, II of a second interim report (5).
interfacing responsibilities can be
concentrated, and supported by mess- Since the digitization in the
age facilities and a data base re- TRI-TAC system can possibly degrade
lated to interoperability. Thus the complex high-speed modem signals, it
ICE operator can relatively rapidly is important that capability be pro-
build expertise and working knowledge vided to measure transmission para-
pertinent to interoperability issues meters over these interfacing cir-
which would diffuse only slowly if cuits. Modifications to the CNCE
responsibility were dispersed. monitoring equipments are necessary

since the Out of Service Test Set
The third major function of sec- (OTS), which measures transmission

tor/FCO ICE is to provide an alter- parameters in ATEC, and the Manual
nate ACOC interoperability capability. Analog Tester (MAT), which is its
For the designated sector/FCO ICE to CNCE counterpart, are not interoper-
be in hot standby, ready to assume able. Between the alternatives of
ACOC functions rapidly, periodic data placing a MAT at the DCS site or an
base updates would be sent from the OTS at the CNCE, the best choice is
ACOC ICE. The functions of sector/ clearly the latter, since the OTS
FCO ICE, when it has actually assum- will be manufactured as a separate
ed the ACOC role, are, of course, the instrument whereas the MAT is an in-
same as that described earlier for tegral part of the CNCE. A Portable
ACOC ICE. Controller Terminal Set (PCTS) is

also necessary to facilitate control
Station ICE and provide hard copy output at the

CNCE.
The role of the ICE at the DCS

station is very specific; to provide A direct data link between sta-
for coordination, performance assess- tions, with keyboard, VDU, and hard
ment and fault isolation of cross- copy capability at each end would be
boundary circuits between the ATEC desirable. However, since the in-
equipped DCS station and the inter- ternal functioning of the CNCE is
facing tactical CNCE. These sites such that messages may be lost in
may be physically adjacent, or, more the teletype emulation mode of opera-
probably, one or a few tactical radio tion a voice orderwire is an accept-
links may exist between the inter- able and desirable alternative. This
facing DCS station and the CNCE. orderwire utilizes one of the digi-

tized TRI-TAC channels and can be en-
Cross-boundary circuits, except crypted if the trunk encryption used

for secure voice, are 4 KHz analog in the radio links is deemed inade-
channels. Circuits entering the tac- quate.
tical system will presumably be digi-
tized into a 32 Kbps CVSD TRI-TAC The three levels of ICE includ-
channel for transmission to the CNCE, ing Theatre Level ICE at ACOC, Sec-
where the analog signal is reconstruc- tor ICE and Station ICE are shown in
ted and available for monitoring. The relationship to other system control
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elements in Figure 4, ICE Operational is highly unlikely that dir-

Relationship to other SYSCON elements. ect orderwire communications
As shown, ICE elements are resident between all stations are a-
at the ACOC, Sector/FCO and station vailable, the interfacing
levels. The heavy black line between technical control and inter-
the CNCE and the interfacing strate- facing CNCE coordination
gic station, CNCE and TTC-39 Switch allows the mission circuit
represent mission circuits which interface to be controlled
cross the tactical-strategic boundary, and fault isolated up to the

The cross boundary circuits can ter- strategic boundary by ATEC
minate at different strategic stations and across the boundary by
which are under different sectors and the Station ICE capabilities.
nodes for control purposes. Since it Figure 5, Control Information

Flow, illustrates the control
interface possibilities. It

shows three levels of control
and their interfaces. These
include the control level

_WC Sbetween the interfacing stra-
tegic station and CNCE, the
coordination and control in-
formation flow between the

SECTR CE SECTOR E SECTOR CE INTENACT6 I interfacing CNCE (or termi-
nating CNCE's) and the dis-

SECTSE CTOLR SCTORS tant end terminating strate-
gic stations and the level

KOE of interface between the
theatre ACOC and the inter-

facing CSCE for network con-
Ms, tWl trol purposes.

SI SUMMARY

FIGURE 4 ICE OPERATIONAL RELATIONSHIPS The differing paths of

TO OTHER SYSCON ELEMENTS evolution of tactical and
strategic SYSCON have led to
systems whose elements will
have difficulty interacting
with each other. Analysis
of cross-boundary transactions
has definitized the functions
which must be implemented to

-ETWON Gwm Cimprove tactical/strategic
TRAFFIC, compatibility. The most pro-

cORarAF-C A .rO .. .. Tf.. ACNRG mising developmental approach
SWITCH CS~fis to treat interoperability

0 OTHER as a separate entity, cen-
SE S tralized to the extent that

survivability considerations
To CSCpermit; even though, ulti-

S INTRFN mately, interoperability
O SO functions may be incorporated

S OC EMOTA into other system control

,CR0 ( elements. An Interoperabi-

EOTROL TH C A lity Control Element (ICE)
T- is proposed as a vehicle for

MISSION . IA1CWS further development and re-
finement of interactive sys-

FIGURE 5 CONTROL INFORMATION FLOW tem control techniques and
procedures.
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TACTICAL CIRCUIT SWITCHED
NETWORK CONTROL*

Yau-Wu Tang
The MITRE Corporation

Bedford, Massachusetts

ABSTRACT: This paper systematically analyzes the performance of
a circuit-switched network. Based on these analytical results,
the concepts and algorithms of switched network monitoring and
control functions are derived. The material presented in this
paper represents theoretical results, and requires further
validation.

I. INTRODUCTION trunk connectivity.

The tactical circuit switch network 3. Detecting malfunctions of the
monitoring and control function is one of circuit switch and trunk groups
the major responsibilities for maintaining using statistical traffic data.
a highly dynamic tactical communication
network. It includes the following functions: 4. Correlating the faults detected in

items 2 and 3 above with the
1. Monitoring network performance. impact (anticipated or actual) on

Network traffic data, equipment traffic load between nodal switch
status, trend data and out-of- pairs.
tolerance alarms are monitored.

5. Controlling the switched network,
2. Monitoring equipment faults as including analysis to determine

related to internodal switched recommended alternatives and

* The work reported in this paper was performed under LSAF Contract No. F19628-80-C-0001.
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validation and implementation of u. -k Xi
control actions. np - Le

i
The tactical switched network is a over all

meshed network. Each switching center will nodal pairs
have trunk groups connected to several
adjacent switching centers. Each switching in which X is the NNGOS of i th switch
center is also the center of a star network nodal pair and k is the network performance
with several small switches connected to it. characteristic constant. The network
The switching equipment at the switching performance is maximized when the np-value
center is a processor-controlled analog/ is minimized. The network performance
digital hybrid tactical switch which could characteristic constant k determines how
be used for local as well as tandem traffic, much improvement in nodal pairs with extra
The originating office control concepts are low NNGOS should be emphasized.
used in the routing selection algorithm.
This means that one primary route and The NNGOS is a function of the switch
several alternate routes may be chosen at and trunk group throughput. Switch
the call originating switch for establishing throughput can be represented' y the circuit
a path between two switching centers, switch grade-of-service (CSGOS)4, which is

the blocking probability of a circuit
In this paper the properties of a switch. Trunk group throughput can be

tactical circuit switched network are represented by the trunk group grade-of-
systematically analyzed. Based on the service (TGGOS), which is the blocking
analytical results, the concepts and probability of a trunk group. To relate the
algorithms for switched network monitoring, CSGOS and TGGOS to the NNGOS, the charac-
fault detection and correlation and control teristics of a tactical circuit-switched
action initiation, validation and implemen- network should be examined. For such a
tation are developed, network a finite number of different routes

may be used to complete a call from one
switch node to another. Each route may

II. NETWORK ANALYSIS involve one or more trunk groups and two
or more circuit switches (figure 1). If the

In this section the properties of a blocking probabilities for each switch and
tactical circuit-switched network are each trunk group are given, the blocking
analyzed, and the relationships among probability of each route can be calculated
circuit switches, trunk groups and network using probability theories. Consequently,
performance are discussed, the probability of a call being blocked by

all possible routes can also be calculated.1. Overall Performance Analysis The mathematical details are described in

reference 1. The main point is that NNGOS
Calls within a circuit switch may be can be calculated if CSGOS and TGGOS are

blocked because of the unavailability of properly measured.
switching equipment, such as signalling/
supervision equipment and the switching A

matrix. Calls from one switch to another -

may also be blocked because of the
unavailability of the trunking equipment. 1 IST ALTITNA~t ROTE

The node-to-node grade-of-service (NNGOS)
matrix, which represents the performance of 0
the switched network, is defined as the 0 2N At , TII,1FtII

blocking probability of a call originating
from one switch node and terminating at
another switch node. For a network with
n nodes, the NNGOS can be represented as an
n x n matrix. The overall network perfor-
mance can also be represented by the network
performance value (np-value), which is
d e f i n e d a s : , , I D A P , O v , ,N U , - , M
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The Impact of call preemption on NNGOS supervision procedures, the switch determines
should also be considered. The preemption the inlet and outlet terminals and the
feature in a tactical switched network does common equipment for completing the path.
not increase the network throughput; it The space division matrix (SDMX) or time
merely replaces existing calls with higher- division matrix (TDNX) connects the inlet
precedence calls. However, excessive terminal to the outlet terminal to form a
preemption within a network may increase the path. In case common equipments are
average call setup time and, in consequence, needed, the SDX or TDMX connects the inlet
also increase the switch and trunk group load, terminal to the common equipment and then
especially on the signaling/supervision connects the common equipment to the
equipments. Subscribers whose calls are outlet terminal. Overloaded SDMX or
preempted will most likely try to reestablish common equipments, or malfunction of SDMX,

the connection by reinitiating the call; TDM4X or common equipments, may affect the
this will also impose an extra load on the CSGOS.
switched network.

The probability of failure to complete
2. Circuit Switch Performance Analysis a path for calls whose inlet and outlet

terminals have been determined should be
Circuit switch performance can be measured as follows: The number of calls N

represented by circuit switch grade-of- with inlet and outlet terminals determined

service (CSGOS), which is the probability of and the number of calls N4 with the path
call blockage because the switch is unable to between inlet and outlet terminals established
complete a call. Calls will not be counted should be measured. The blocking proba-
as switch blockage if they were blocked bility Pf can be calculated as:
because of factors outside the switch, such
as the called party being busy or failure to Pf = 1 - N4/N
find an available trunk. Switch blockage
could be due to lack of signaling and The overall switch blocking probability
supervision equipment or lack of equipment (CSGOS) can be calculated as:
to complete a path. The calculation of
blocking probability due to lack of signaling CSGOS = P + (1 - P ) P
and supervision equipment is very complicated s a f
because:

3. Trunk Group Performance Analysis
A. Different types of signaling/

supervision equipment are used Trunk group performance can be
for different types of telephones represented by the trunk group grade-of-
and terminals, service (TGGOS), which is the probability

that the trunk group will fail to provide
B. In the case of signaling/ an idle trunk to complete a call. TGCOS

supervision equipment being busy can be obtained by measuring the number of
or having failed, different call attempts to find an idle trunk from a
responses may be provided for trunk group TI and the number of calls for
different types of calls. which there is no available idle trunk T2

because all trunks are in use or the
The overall probability that a call is trunk group load limit would be exceeded.

blocked because of the unavailability of the TGGOS is the ratio of T2 and T1 , that is:
signaling/supervision equipment could be
done by measuring the number of calls N1  TGGOS - T 2/T1
which complete the signaling/supervision
procedures (including the calls with illegal Since the trunk group load control
digits and called party busy) and the number limits depend on call precedence, the
of calls N which fal the signaling/supero trunk group blocking probability is also
vision progedures. The signaling/supervision call precedence-dependent. In other words,
blocking probability P can be calculated as: TGGOS should be measured for every trunk

Ps N2/(NI + N 2) group and every call precedence.

After completion of signaling/
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4. Preemption Analysis number of idle searches (i.e.,
T3/T1)-

The probability of a call being 3 1

preempted because the switch resource has to D. The probability of a trunk being
be reallocated to a higher precedence level preempted at the precedence of
should be measured as follows: interest is equal to the ratio of

item B at that precedence to the
A. Measure the total number of calls number of idle searches (i.e.,

established at each precedence T4/T1).
level N 5 in a switch. A call is
considered as established if the 5. Traffic Load Measurement
full path between the calling
party and the called party is The traffic intensity represents the
established; that is, the called traffic load offered to or carried by a
party receives and responds to the switch, a trunk group or other switching
call. equipments. The traffic intensity

expressed in erlangs represents the average
B. Measure the total number of calls number of calls carried simultaneously

(at each precedence level) over a period of one hour. The average
preempted because the switch number of calls carried can be measured
equipment has to be preempted for by periodically sampling the number of calls
a higher-precedence-level call carried at the switch and trunk group.
N6 •

The actual offered traffic intensity
C. The ratio of item B to item A cannot be measured directly because the call

represents the probability that a duration of blocked traffic cannot be
call at a given precedence level measured, and the blocked calls may be
may be preempted. This probability reinitiated. If one neglects the radial
should be calculated for each effect and assumes the average call
precedence level, duration for the established call is the

same as for the blocked call, then the

The probability of a trunk at a given offered traffic intensity is equal to the
precedence level being preempted by a carried traffic intensity multiplied by the
higher-precedence-level call can be calcu- ratio of the number of calls offered to
lated as follows: the number of calls carried.

A. Obtain the number of attempts T3  6. Traffic Source Analysis
to find a preemptable trunk at a
given precedence level. The data The traffic source for switches and
should be taken for each precedence trunk groups is the amount of node-to-node
level to be preempted, that is, the traffic contributing to the switch and
data should be taken separately for trunk, and can be obtained using a combina-
attempts to preempt a trunk which is tion of direct measurement and analytical
busy at the routine level (routine method. The traffic source information
trunk), priority level, immediate serves as the basis for determining the
level and flash level. Only the network control action.
precedence level of the trunk to be
preempted is considered, not the The Traffic Source for a Switch. The
precedence of the preempting call. traffic load on a switch can be divided

into four categories, as follows:
B. Obtain the number of times an

attempt to find a preemptable trunk A. Local loop traffic.
is successful. T . The data is B. Tandem traffic.
taken as describd in item A. C. Local loop to remote traffic.

D. Remote to local loop traffic.
C. The probability of attempting to

preempt a trunk at the precedence All these data can be reported directly
of interest is equal to the ratio at the switch of interest using the measure-
of item A at that precedence to the ment algorithm described in section 11.5.
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The following information is useful: Probabilities of calls being preempted
at a switch.

A. Total traffic load on the switch. Trunk Group Grade-of-Service (TGGOS).
This data can be used by the Traffic Load on Trunk Groups.
network controller to determine Probabilities of calls being preempted
if the switch is overloaded, at a trunk group.

Node-to-Node Traffic Load.
B. Percentage of local traffic, tandem Node-to-Node Grade-of-Service (NNGOS).

traffic, remote traffic originated
locally and remote traffic termina- For each datum of interest, short-term
ted locally. These data represent data and long-term data should be maintained.
the switch usage distribution. In Short-term data are used to detect sudden
case of switch overload or mal- performance changes, while long-term data
function, the network controller are used to detect slow changes.
could use the switch load
distribution to determine the For each datum of interest, two types
proper control actions (see section of alarms may be used to monitor the
111.4). changes of the data: threshold and

tendency alarms. The threshold alarm is
The Traffic Source for a Trunk Group. set if one or more data points exceed the

The traffic source of trunk group traffic preset alarm threshold. The tendency
cannot be measured directly, but can be alarm is set if the data exceeds a lower-
obtained analytically using the element level threshold with a slope greater than
grade-of-service (CSGOS, TGGOS, and NNGOS) a prespecified value. For both threshold
and the measured node-to-node traffic load. and tendency alarms, the statistical
The analytical method can be summarized as uncertainty should be considered. This can
follows: be done by setting the alarms only if the

received data exceeds the threshold by more

A. For each node-to-node traffic pair, than two or three standard deviations of

use the analytical method described the statistical uncertainty.
in reference 1 to calculate the
traffic load on the trunk group of 2. Fault Detection
interest.

The faults to be discussed fall into
B. Repeat step A for all node-to-node three categories:

traffic pairs and record their
traffic load on the trunk group of A. Equipment Faults - The malfunctions
interest, of the switching and transmission

equipment are defined as "equip-
ment faults". They include switch

III. SYSTEM MONITORING AND CONTROL and trunk group malfunctions.

1. Traffic Data Trends and Traffic Alarms B. Estimation Faults - Estimation
errors made in predicting the

As discussed in the previous section, traffic load between the nodal
the performance of each individual element pairs are considered as "estimation
(such as switches and trunk groups) will faults".
affect the overall performance of the
switched network. In order to prevent the C. Indirect Faults - Faults that are
occurrence of serious problems in the caused by equipment faults and/or
network, the performance of each individual estimation faults are defined as
element and the network as a whole should be "indirect faults", including:
monitored. The trends of these data should
be analyzed to predict any potential trouble. Switch Overload
In summary, the following data should be Trunk Group Overload
monitored: Degraded Switch Efficiency

Degraded Trunk Group Efficiency

Circuit Switch Grade-of-Service (CSGOS).
Traffic Load on Circuit Switches.
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The equipment faults are normally
detected electronically. Analysis of the
equipment status reports will identify the
malfunctioning switch/trunk group and its Am

effects on the switch/trunk. The equipment E.
faults may also be detected using the -

traffic data.

When the configuration remains unchanged, I .
the element grade-of-service is a function of
traffic load and can be calculated analyti-
cally or predicted empirically (figure 2).
When the element is in normal condition, the
scatter plot of measured CSGOS and TGGOS vs.
measured traffic load should coincide with
the predicted curves illustrated in
figure 2a. If equipment failure occurs, EQUIPMENTAT -. . .

the measured CSGOS and TGGOS will be NOMAL CONDITION EOUIPMEN MAI FUNCTION

consistently higher than the predicted value
illustrated in figure 2b. The standard
deviation of the difference between the
measured and predicted value can be
calculated as:

D - (Em - Et) /t&Er
t m F.9-.~3 NUMBROF STANDARDDVIAIION DIFFERENCE VS 1Mf

in which E is the measured CSGOS/TGGOS, Et
is the preticted value and & E is the
statistical uncertainty of themmeasurement. 3. Fault Correlation
If the trend of the standard deviation is
toward negative values, as illustrated in When the equipment or estimation fault
figure 3, it is an indication of equipment occurs, the switch, trunk groups and node-to-
malfunction. node grade-of-service within the network will

be affected. The NNGOS algorithms, described
in reference 1, can be used to calculate the
new TGGOS, CSGOS and NNGOS values based on
the new switch/trunk group configuration and
traffic load estimation. The calculated

cSos grade-of-service must agree with the measured

Of value (within the statistical uncertainty),, os otherwise some equipment or estimation faults
may not be identified.

TRAfPTCLUAO 4. Network Control
EOUWMENT AT NORMAL C IT ION

The objective of switched-network
control is to provide and maintain required

communication capability among all circuit-
switched subscribers. When a part or all of

cMos . a network is in an abnormal condition,
,QGO3 various types of traffic controls may be

needed to improve the network performance or
to maintain communication capability for
essential subscribers. When a group of
faults are detected, the network performance

RAFP MALFUNTIN value and NNGOS matrix should be calculated

and examined, and the impact to the network
performance should be determined. If the
network performance is within tolerance, no
immediate control action is required.

9m.
2 
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If a portion of the network is affected, marked for limited switch access by switch
control action should be taken to route access control levels. When one of the
traffic around the trouble area. The control levels is imposed on the switch, all
following control actions may be implemented: subscribers with the same control level will

be prohibited from accessing the switch.

1. Directionalization of trunk groups. This
prohibits the switch at one end of the If the preemptions occur too often, the
trunk group from seizing the trunk, i.e., trunk group load control should be applied.
only one switch is allowed to propagate Each trunk group has limitations on maximum
the call through the trunk group. The numbers allowed for calls at or below a given
switch at tie other side of the trunk precedence level. That is, within the trunk
group is forced to use alternate routes, group, only a smaller number of trunks is

allowed for the lower precedence calls.
2. Add or delete alternate routes. Over-

loaded trunk groups or switches should The intended control action can be

not be used as alternate routes, while validated before it is implemented, using

low load trunk groups could be used as either or both of the following methods:

alternate routes for the low-grade-of- Analytical Method. The effect on
service -w4-t-c- pairs.

3. Routing table changes. The primary and traffic load because of zone restriction or

alternate routes may be modified to redis- switch level control can be predicted

tribute traffic load. Also routing tables analytically. The availability of trunk
mayv be changed to avoid nodal isolation if groups and switches can also he ascertained

out (including the effect of trunk group loada switch or a trunk group is totally control and the effect of equipment
malfunction). The NNGOS of all nodal pairs

If the network traffic cannot be routed can be calculated using the measured traffic

around the trouble area, or if the network's load, trunk group and switch availability and

overall load is too high, then certain the new routing tables. If the calculated

control actions may be taken to limit some NNGOS is still out of tolerance, the control

subscribers' access to certain switches or action should be reexamined.

trunk groups. To determine the control
action, the traffic source that causes the SimulationMethod. Network behavior can
network overload should be determined (see be predicted using the simulation technique.
previous section). The traffic load among the nodal pairs can be

calculated using the measured data, adjusting
If the major traffic load is originating for zone restriction and level control. The

trunk group access network capacity (that is, the availabilityfrom a single switch, the ofrhenruk goupoadpsitcesccasb
control should be applied. Each subscriber of the trunk groups and switches) can be

is class-marked for limited trunk group

access by a trunk group access control level, throughout this paper. With the above
When one of the control levels is imposed on initial data, the simulation program should
the switch, all subscribers with that control create the traffic among the nodal pairs and

level will be prohibited from accessing any process this traffic to determine the NNGOS.
trunk groups. The simulation technique should be similar to

that described in reference 2. Only the key
If the major traffic sources are calls factors in the network, such as routingIf te mjorselection, should be simulated. The

focused toward a particular switch, zone

restrictions may be applied to other switches usefulness of the simulation method will

to reduce calls to the trouble switch. depend on the size of the simulation program
Subsets of subscribers within a switch can be and the simulation time necessary to validate

class-marked using sets of zone restrictions, a control action.

Each of these sets of restrictions will
prohibit the terminal from completing a call IV. PROCESSOR AIDED NETWORK CONTROL AND MlAN-
to a certain area code, switch code or group MACHINE INTERFACE.
of area/switch codes.

If the traffic overload occurs on local The complex algorithm for calculating
loop traffic, the switch access control the network performance parameter, the
should be applied. Each subscriber is class- continuous monitoring of the network
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performance, and the complicated control and presented to the controller for
decision and impact study all suggest that a further processing.
processor is needed to aid the network
controller to perform the network control 3. Fault Detection and Correlation - The
function. The decision and control algorithms given in Sections 11.2 and
procedures from reception of data to control 111.3 may be implemented in the
implementation can be subdivided into five processor for automated fault detection
steps: and correlation. The automated fault

detection function includes equipment
1. Data Base Update - Forming fault detection based on the status

statistical and status data data, equipment fault detection based on
(histograms) from raw data. the traffic statistical data and

2. Trend Alarms and Status Alarms - estimation fault detection based on
Using statistical data and status traffic statistical data, such as the
data to derive trend alarms and node-to-node traffic load, the switch
status alarms, traffic load and the trunk group traffic

3. Fault Detection - Using statistical load. The automated correlation
data and alarms to determine faults, function verifies that the switch load,

4. Fault Correlation - Correlating the switch grade-of-service, the trunk
equipment/estimation fault with group load and the trunk group grade-of-
indirect faults, service match the calculated value based

5. Control Action - Based on the on the node-to-node traffic load.
faults, determining and implementing
control action. Because of the complexity of the

switched network, some faults may not be
This section identifies the functions detected or correlated automatically.

which can be done by the processor and the The processor should provide network
controller. The basic concept is that the information to the controller forprocessor will be a tool to assistat e possible manual fault detection and
controller to perform the network control correlation. The following information
function. The controller will be the driver is useful:
for all control actions.

a. Trend histogram and equipment status
I. Data Base Update - Interface between the data.

processor and switching equipment should b. Traffic source on trunk group and
be provided such that the traffic switch.
statistical data and equipment status c. Preemption related information.
data is received at the processor d. Traffic load distribution among the
electronically. Reception of data, alternate routes.
trend histogram updating and status data
updating should be done by the 4. Control Action Initiation and
processor without manual assistance. Implementation - The switched-network
However, the data should be made control principle, as stated in Section
available to the controller for manual 111.4, may be implemented in the
analysis. processor for automated generation of

control action. The generated control
2. Alarm Processing - The controller should action should be treated as the

decide which trend histograms or status "recommended action" and must be subject
data are to be analyzed automatically to the approval of the network
by the processor. The processor should controller. The processor should also
analyze these data, using the algorithms provide the capability to accept the
given in previous sections, and controller-determined control action or
determine the trend and status alarms, modification to the processor-suggested
All histograms and status data should actions. The control action validation
also be provided to the controller for algorithms, as stated in Section 111.4,
possible manual decision about alarms. may also be implemented in the processor
The processor should manage both for validating both processor-suggested
processor and manually determined alarms or manually determined actions. The
so that all alarms may be coordinated control action validation should be an
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optional procedure to be initiated by
the controller. Upon the approval of
the controller, the processor should be
capable of distributing the control
action to the affected circuit switches
and monitoring the implementation of the
control actions.

V. CONCLUSION

This paper provides algorithms for
switched network monitoring and control. It
shows that network parameters can be analyzed
analytically, and that the network control
action can be derived based on these
analytical results. However, if this concept
is to be implemented, the following work must
be done:
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SYSTEMS CONTROL IN
TACTICAL DIGITAL COMMUNICATIONS SYSTEMS:

A STUDY IN DISTRIBUTED CONTROL
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Fort Monmouth, New Jersey

ABSTRACT: Tactical communications systems must be survivable,
flexible, reliable and meet the mobility requirements of the users
of the system. These characteristics become more important in the
digital communications systems of the future. The control struc-
ture of these communications systems must effectively support
these characteristics.

In 1973, the Joint Chiefs of Staff approved the "Concept of
Operations for Tactical Communications Control Facilities (TCCF)
in the Management and Control of Tactical Communications." Start-
ing at the same time, the communications equipment that will form
the digital tactical communications systems of the future was
being developed under the Joint Tactical Communications (TRI-TAC)
Program. This equipment includes digital secure telephone termi-
nals, remote unattended digital multiplexers, transmission assem-
blages, automatic circuit and message switches, and technical
control and management facilities with automated assistance. Each
of these items of equipment was specified to perform in accordance
with the TCCF concept. The TRI-TAC office is currently preparing
a performance specification for the AN/TYQ-16 which is to provide
automated assistance to the system control element. As part of
this effort it became necessary to examine network control struc-
tures from a theoretical point of view.

This paper discusses tactical digital communications systems
in terms of a common control structure using the principles of
systems with distributed control. Tactical communications systems
are discussed In terms of their three independent but interrelated
networks: the circuit switch network, the message switch network,
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and the transmission network. A common control structure is
derived for each network taking into account the capabilities of
the equipment comprising the network, the TCCF concept of opera-
tions, and the basic principles for networks with distributed
control. The common control structure is also used to describe
the relationship between elements in different networks. These
network control structures are then used to describe the required
capabilities for the AN/TYQ-16 in support of the system control
element. The advantages of the common control structure and the
properties of a system using distributed control are also dis-
cussed in terms of the required basic characteristics.

INTRODUCTION cations System Control Element (CSCE), the
Communications Nodal Control Element (CNCE),

Tactical conunications systems have and the Communications Equipment Support
always been designed to be survivable, Element (CESE). As functional elements,
flexible, and reliable and to meet the each level of the TCCF represents a combina-
mobility requirements of the users of the tions of men and equipment that together
system. The equipment used to realize these perform the sub-functions of the overall
systems is evolving from manual to automated. functions of that level.
The capabilities of the new equipment and
the overall objectives for system performance The CSPE is responsible for broad
require rethinking of the control structure system planning and system engineering in
for the system. terms of system configuration, validation of

subscriber communications requirements and
With the advent of mini- and micropro- detailed transmission network engineering.

cessors, a great deal of study has been made The time frame which the CSPE normally
of systems composed of large numbers of considers is the next one to five days.
processor equipped facilities. An effective
method of control for such systems has been The CSCE, or system controller, is
described as distributed control.(l) In responsible for detailed engineering in
order to understand the applicability of a response to CSPE direction and dynamic
system of distributed control in a tactical management and control of the system. The
communications system the background of CSCE's primary task is to ensure that the
control concepts for tactical communications system performance objectives established by
systems are discussed, the basic control the CSPE are continuously met. CSCE directed
structure for distributed control systems activities normally encompass the ensuing 24
are reviewed, a common control structure for hours.
the networks in a tactical communications
system is derived, and the capabilities The CNCE, or node manager, is reponsible
required in the system control element of for management of all communications network
the control structure are elaborated. The resources within its assigned area of respon-
advantages of such a control structure in sibility. The CNCE is resoonsible for
achieving the overall goals of the tactical ensuring the availability of the equipment
communications systems are also discussed. and personnel necessary to establish the

operating elements of its network and super-
BACKGROUND vising the operability of this equipment.

In 1973, the Joint Chiefs of Staff The CESE is a component of each operat-
approved the "Concept of Operations of ing element, that is, each communications
Tactical Communications Control Facilities equipment assemblage or deployable item. Its
(TCCF) in the Management M Control of prime purpose is to continuously monitor the
Tactical Communications.- 21 This concept operability and performance of its operating
recognizes that there are four functional element, to detect deviations from directed
levels of management and control in tactical performance and to report these deviations
communications systems, the Communications to operating personnel and/or the next
System Planning Element (CSPE), the Communi- higher control element.
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At the same time that the TCCF concept AN/TYQ-16, Communications System Control
was approved, 1973, the equipment to be used Center, which is to provide automated infor-
to establish the tactical communications mation storage, retrieval, processing and
systems of the future was being developed as communications support to the CSCE. In the
part of the Joint Tactical Communications process of preparing this specification, a
(TRI-TAC) Program. This equipment included careful review was made of the responsibili-
a secure telephone terminal, a remote digital ties of each level of TCCF and the informa-
multiplexer, a radio/multiplex shelter tion flow that would be required to support
assemblage, automatic circuit and message the execution of those responsibilities.
switches, and a technical control/management This review resulted in the derivation of a
facility with automated assistance. common hierarchical control structure for

each of the three networks in a tactical
Each item of this equipment was develop- communications system. This common structure

ed with its own CESE capability. The secure was also used in resolving the interaction
telephone terminal can monitor its own of elements at the same level of control in
operability and, when activated by a user or different networks in response to activities
when interrogated by a circuit switch, give affecting both networks. This common control
its current operability status. The remote structure was based on the structural prin-
multiplexer also continuously monitors its ciples of systems using distributed control.
own operability and, when a failure is
detected, can notify a distant monitoring SYSTEMS USING DISTRIBUTED CONTROL
point as well as give a local alarm. The
radio/multiplex shelter assemblage contains A system which uses the concepts of
many components, each of which monitors its distributed control normally consists of a
own status. The CESE of the assemblage large number of operating elements, each
accepts failure Indiciations from the compo- with an integral intelligent control element.
nents and signifies, both locally and remote- The operating elements interact with each
ly, any change in component operability, other and the outside world in accomplishing
The assemblage CESE also monitors the perform- the performance objectives of the system of
ance of the radio equipment and reports which they are a a part. Distributed control
changes as they occur. The circuit and systems superimpose on the operating elements
message switches, the AN/TTC-39 and AN/TYC- a multi-level, hierarchical network of
39. respectively, are stored program control- adjustable closed loop control elements. A
led switches. The processor in each switch diagram representing such a control system
continuously monitors the status of the is shown in Figure 1. Each first level
equipment In the switch and reports changes. control element, that is, the one which is a
The switches also prepare performance reports component of the operating element is given

,;art of call or message processing and a set of performance objectives and monitors
ire periodic traffic load and status its operating element to ensure that it

.orts. As discussed above, the switches meets those objectives. The operating
also monitor the status of the terminals element may encounter disturbance inputs.
connected to them and report changes in If the disturbance inputs drive the operating
status of the terminals. The technical element beyond its range of control, the
control/management facility is the AN/TSQ- associated control element will provide a
111. The processor in the AN/TSQ-111 moni- local indication and report the event to its
tors the equipment contained in the AN/TSQ- superior second level control element.
111, accepts reports from the radio/multiplex Otherwise, the first level control element
assemblages and switches, and monitors the will adjust the performance parameters of
remote multiplexers. The AN/TSQ-111 analyzes the operating element. The first level
the reports which it receives and reports control element can also accept changes to
primary failures to its higher TCCF element. its performance objectives from its superior

second level control element and adjust the
The TRI-TAC Office is currently prepar- performance objectives of its operating

ing the performance specification for the element accordingly.
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3TACTICAL COMMUNICATIONS SYSTEMS

Levels Before attempting to discuss the appli-
cability of distributed control systems to

2 tactical communicatlons systems, one must
first recognize that a tactical communica-
tions system is composed of three separate

I but interrelated networks; the circuit
switch network, the message switch network
and the tranmission network. An item of
communications equipment can operate in one,
two or all three of these networks; that is,
simultaneously perform different functions
associated with different networks.

The circuit switch network is composed
OPERATING ELEMENT of functional entities called circuit switch-

es, circuit switch loops, circuit switch
trunk groups, circuit switch subcribers,

CONTROL ELEMENT message switches, and circuit switch-message
switch trunk groups. This last entity

DIRECTION interconnects the circuit switch and the
- -REPORTS message switch networks.

DISTURBAN4CES The message switch network is composed

of functional entities called message switch-
Figure 1. Distributed Control System es, message switch trunks, message switch

subscribers, message switch loops, circuit
switch-message switch trunk groups, and

The control element at the second level circuit switches.
of the hierarchy controls and coordinates
the activities of a number of first level The transmission network is composed of
control elements. The first level elements functional entities called technical control
may be the same, may each be different but facilities, transmission groups, transmission
interrelated, or some combination of the links, transmission assemblages, remote
two. The second level controller is given a multiplexers, circuit switches, message
broader scope of performance objectives and switches, terminal instruments, transmission
translates these objectives into performance channels/subchannels, and circuits. The
objectives for its first level control transmission network is interrelated to the
elements. The second level controller moni- other two networks by the use of the circuits
tors reports from the first level control provided by the transmission network to
elements and adjusts performance objectives realize the loops and trunks of the circuit
for these controllers with respect to report- and message switch networks.
ed disturbances in order to maximize the
accomplishment of its own performance objec- Control of these networks must be in
tives. accordance with the TCCF concept. However,

the control structure must also take into
The third level controllers similarly account the requirement to coordinate the

control an interrelated set of second level different networks, especially when a change
controllers in an adjustable closed loop in one of the networks results in a change
manner. The performance objectives assigned to one or both of the other networks.
to the third level controllers are again
broader in scope than those of the second COMMON CONTROL STRUCTURE
level controllers and the diversity of
operating elements is greater. The third Given the characteristics of a system
level controllers break down the assigned using distributed control, it can be seen
performance objectives, assign them to the that the TCCF concept is compatible with the
second level controllers and monitor accom- overall structure. The CESE is equivalent
plishment. to the first level control element. It
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Levels

CS - CIRCUIT SWITCH
MS - MESSAGE SWITCH TELEPHONE

AS - ACCESS SWITCH CONTROL LINK

Figure 2. Circuit Switch Network Control Structure

monitors the status of an operating element delays encountered in call processing, and
in accordance with the performance objectives traffic patterns, all of which are in keeping
given to it and report exceptions. Similar- with its role as a circuit switch network
ly, the nodal manager is given broader nodal manager. The CSCE would monitor the
performance objectives, analyzes them to reports from the circuit switches with
derive performance objectives for the CESEs regard to their traffic functions and
which it controls, monitors reports received provide direction as appropriate. This
from the CESEs and takes appropriate action, control structure is shown in Figure 2. It
The CSCE thus controls some number of nodal should be noted that in the circuit switch
managers in a similar manner. The CSPE, network the message switch and access switch-
rather than being a directly controlling es are treated as first level elements since
element, is the source of direction for the the are treated as a destination for calls
CSCE and views the longer range performance just as if they were a terminal. Thus,
objectives for the system as a whole. these elements are shown at level 1.
Referring again to Figure 1, the TCCF concept
can be directly mapped into the distributed In the message switch network, the
control system control structure. message terminals are at the first level,

with their integral CESEs. The message
The equipment being developed under the switch is the nodal manager for the message

TRI-TAC Program fits well into this common switch network. The CESE of the message
control structure. In the circuit switch switch monitors equipment status but the
network, the telephone terminals have their processor also monitors traffic flow, queues
own CESE that monitors the status of the and message delivery status in keeping with
terminal in accordance with its assigned its role as nodal manager. The CSCE monitors
performance parameters and, when interrogated reports from the message switch with regard
by the circuit switch, reports on its status. to its traffic functions and provides direc-
Following the common control structure, this tion as appropriate. This control structure
would make the circuit switch the nodal is shown in Figure 3. As shown in the
manager of the circuit switch network. The figure, in the message switch network the
circuit switch does have a CESE to monitor circuit switch is treated as a level 1 type
the status of its own equipment, but the of equipment since the circuit switch network
processor also monitors more complicated is used to construct loops to message switch
entities, the amount of traffic carried, subscribers served by the circuit switch

network.
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Levels 3

CS - CIRCUIT SWITCH MESSAGE TERMINAL

MS - MESSAGE SWITCH - CONTROL LINK

Figure 3. Message Switch Network Control Structure

In the transmission network, Figure 4, ing the resources of the transmission net-
the operating elements include the remote work; that is transmission groups, channels
multiplexers, the transmission assemblages, and subchannels, that will be used to imple-
and the circuit and message switches. The ment the trunk groups, trunks and loops of
switches are included since they have inte- the circuit and message switch networks, and
gral multiplex equipment. The technical of coordinating the interconnection and
control facility is also included as a first interoperation of the circuit switch and
level element since it also has integral message switch networks.
multiplex equipment. The management facility
of the AN/TSQ-IlI is the nodal manager of The CSCE must also be capable of coordi-
the transmission network. It monitors the nating the use of resources of all three
status reports from the first level elements, networks; that is, provide revised perfor-
isolates disturbances, directs corrective mance objectives for the nodal managers, to
action and notifies the CSCE. The CSCE resolve disturbances which cannot be resolved
gives specific direction to the management by nodal managers. Examples of such disturb-
facility of the AN/TSQ-lIl in terms of ances would be movement of a subscriber unit
transmission groups, transmission links, circuit switch and message switch subscribers
channels and circuits. The nodal manager within the network and the failure of a
then derives more detailed direction for transmission group carrying a circuit switch
each of the first level elements and adjusts trunk group, and a message switch trunk.
their performance objectives accordingly.

In the first example, the CSCE would

REQUIRED CAPABILITIES OF THE CSCE have to determine the impact on the circuit
and message switch networks separately and

The CSPE sets performance objectives then coordinate the three networks. The
for the three networks of the tactical CSCE would determine the circuit switch to
communications system and establishes their which the subscriber unit's access circuit
configuration. The CSCE must be able to switch would be connected and then the
derive the necessary direction for each message switch to which the unit's message
nodal manager in each network to implement switch subscribers would be connected. The
the network configuration. The CSCE must CSCE would then determine which transmission
also monitor accomplishment of this direc- nodal manager would coordinate transmission
tion. The CSCE must be capable of determin- network access to the subscriber unit and
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I CS MS TC TA RN RN TA CF MS CS

CS - CIRCUIT SWITCH

MS - MESSAGE SWITCH - CONTROL LINK
TCF - TECHNICAL CONTROL FACILITY

TA - TRANSMISSION ASSEMBLAGE
RM - REMOTE MULTIPLEXER

Figure 4. Transmission Network Control Structure

which transmission network resources would ADVANTAGES OF DISTRIBUTED CONTROL
be required to implement the connections to
the message and circuit switch networks. The concept of a system of distributed
The CSCE would then direct updating of call control for tactical communications systems
and message processing tables of all the provides several advantages in terms of the
circuit and message switches, respectively; required characteristics for such systems.
for example, the routing tables and fixed First, survivability is improved. Each
directory tables. If one of the message operating element has an integral monitoring
switch subscribers were to be provided element which immediately informs a more
access to the message switch network through capable element of changes in status. The
a circuit switch, the serving message second level element which receives the
switch would have to be given the subscrib- report has sufficient information and re-
er's telephone number. The transmission sources to take effective action to adjust
nodal manager would coordinate the use of its performance to account for the change in
transmission resources of the TCF, the status and to take action to restore any
circuit switch and message switch to provide lost capability. The second level elements
the required loop and trunk circuits, also have sufficient information to continue

effective operations in the event of the
In the second example, the CSCE would loss of the third level element with a

have to determine whether transmission minimum degradation of the capability of its
resources would be required to reroute the network. Reliability is increased by the
affected circuit and message switch network automatic exchange of status information
facilities or whether to adjust the circuit between levels in a timely manner. Flexibi-
and message switch networks by changing lity is increased by having a minimum
traffic flow; that is, changing routing number of control levels for the exchange of
tables. In either case, or if both types of information while, at the same time, having
changes are to be made, the CSCE would have one element resonsible for coordinating the
to inform the nodal manager of each network actions of all three networks. The ability
of the required changes and monitor implemen- to meet the mobility requirements of the
tation. When the transmission group is subscribers of the system is also improved
restored, the CSCE would have to reconsider through effective use of the means to dissem-
its previous decisions to include the ability inate direction to all affected elements,
to cancel direction which had not yet been the shortening of lines of control and
implemented. single element coordination of the three

networks.
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CONCLUSION

It has been shown that the TCCF concept
and the capabilities of the equipment being
developed to implement the digital tactical
communications systems of the future are
fully compatible with a common control
structure for the three networks of a tacti-
cal communications system by using the
principles of distributed control systems.
It was also shown that an item of equipment,
for example, the AN/TTC-39 circuit switch,
may operate at different levels in each of
the three networks thereby complicating the
analysis of the capabilities required of the
equipment. The overall coordinator of the
operation of the three networks, and thus
the system, is the CSCE. The capabilities
of the CSCE must therefore include not only BIOGRAPHY. LTC James A. MacStravic, USA, is
the capability to control each network the Chief of the Tactical Communications
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ABSTRACT

This paper describes the NATO I II Satellite Communication
Control System and the control process. The details of the SAT-
COM network to be controlled and the elements of control which
must be carried out at each level within the SATCOM network
and between the SATCOM network and the next higher level of
authority are explained to identify the basis for that control. The
purpose of SATCOM control is to optimize utilization of the
SATCOM network in a timely manner.

The paper is structured to describe the overall NATO Inte-
grated Communication System (NICS) architecture, the NATO
Ill SATCOM system configuration, and the SATCOM control
system which is used to implement all command and control
functions which pertain. The following paragraphs address the
elements described.

NATO INTEGRATED COMMUNICATION c. Leased Lines

SYSTEM ARCHITECTURE f. The SATCOM Phase III Network
g. Technical Control Facilities

The NICS will be composed of the following communication h. The Control Overlay
assets:

a. ACE-High. A tropospheric communications system The NICS command and control will be supplied by a series

b. CIP-67. A line of site communication system of control centers starting with local control operations (LCOs)

c. Telegraph Automated Routing Equipment (TARE). at the lowest tier, regional operational centers (ROCs). and Cen-

A number or telegraph message switches tral Operations Authority (COA) at the apex of the control
pyramid. The relationship of these assets from a control point of

d. Interim Voice Switch Network (IVSN). A voice view is shown in Figure I. The systems listed above are currently
switch network in the conceptual phase, design phase, production phase. or are
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Figure 1. NICS Operational Control Figure 2. Pictorial Overview of SA TCO

fully in place. In the 1983 time frame it is expected that these Control System
assets will come together to provide a cohesive communication
facility for NATO. This paper deals with the command and
control aspects of the SATCOM network from the point of view A-

" -.
of the internal operations of the SATCOM system and its rela- -v1,, J.
tionship to the overall NICS.I

The SATCOM system provides one of several transmission "Ilk - \_ \
media available to the NICS. The Phase Ill SATCOM network " " "
is now used to provide dedicated trunk service. As the message
and voice switches currently in production come online and the
new SATCOM trunks become available, utilization of the SAT-

dir et ortkCO hr will rail nrae to thapint wh nler fiinte

seof the satellite becomes important. When this occurs in the N O !S OM S

SCOM torkminl rpdyoreas toth e pO ontwhre cientn CO FIG RATION

1982 through 1985 time frame, a robust command and control
capabilityrwillbcomnie a eseti. T s equirement has been fore-
seen and the groundwork has been established to provide the,

Fiquure 3.seSromuictinNewok

The SATCOM command and control facilities will report Figure 3.uipmentomunictin Neturs
directly to the COA. There will be a main and an alternate
SATCOM control center, both of which report to COA. All NATO III SATCOM SYSTEM
SATCOM terminals report to both SATCOM control centers in CONFIGURATION
parallel. Only the control center in charge issues commands

arecognized as valid. The two SCCs are each capable of central- The design phase of the N ATO io system has recently been
ized monitoring and control of all NATO SGTs. Figure 2 is a completed and the equipment is now being manufactured. The
pictorial overview of the two SCCs and SGTs. Each SATCOM new system will be completed in mid-1983 and will consist of the
terminal contains facilities for automatically monitoring its system control centers (SCCs), 12 existing static satellite ground
status, formatting reports, and issuing such reports to the control terminals (SGTs) modified to SATCOM Ill standards. 9 new
centers. They also include means for reception of formatted com- static SGTsM 2 new transportable SGTs, and 2 control centers.
mands from the SATCOM control centers, some of which are The new system will utilize over 200 single-destination QPSK
automatically executed. The role of the SATCOM Command carriers and will provide some 500 voice, 400 low speed tele-
and Control Network is to: graph, and 200 medium speed data circuits by the use of tiie

a. Optimize use of satellite transponder power, and division multiplex (TDM) equipment. The principal characteris-
b. Control and coordinate all other activities required to tics of the modified and new static STs will be:

ensure effective use of the SATCOM terminals them- Bandwidth: TX: 200 MI-1. RX: 500 MH,1
selves.

These assets are intended to provide the variety of services Figure of merit for the receive subsystem (G/T): 35 dB/K
required by NATO. A pictorial view of the relationship between
the elements of the NICS is given in Figure 3. Effective isotropic radiated power: +125 dBW
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Carrier to noise density for test tone to quantization noise The antenna consists of a nominal 40 foot (42 foot for modi-

ratio of 30 dB in a CVSD channel: 41 dB/Hz flied SOT, 46 foot for the new) diameter parabolic reflector with
a single horn Cassegrain feed and shaped subreflector to provide
uniform illumination of the main reflector.

AT typical i S T es tThe antenna reflector panels, feed, subreflector, radome

sA typical static ST includes the following equipment cate- structure, and microwave components are designed and manu-
gories: factured by a special technique to minimize the intermodulation

a. Power equipment products.

b. Link equipment
c. Control console Transmitter
d. System control facilities The transmitter is defined as extending from the input of the
e. Beacon receiver first or second stage of conversion to the transmit part of the feed
f. Test facilities diplexer. It includes both first and second upconverters and their

g. Test equipment associated equipment, followed by dual intermediate and high

h. Ancillary equipment power amplifiers (HPAs), switching, filtering, and transmission
facilities from HPA to the antenna feed. The transmitter isFigure 4 shows the major static SGT components and their

functional interconnections in the SATCOM III configuration, designed for multicarrier operations with a mixture of QPSK and
SSMA carriers. It is capable of providing 5 kW CW at the feed.

The output of the transmitter can be controlled continuously
... ~ *,within the range of 40 dB, locally from the control console at the

,.SOT, or remotely from the SCC.
The conversion equipment employs double conversion tech-

- {J -- nique, with signal combining at 700 MHz.

rL_, ,The first upconverter for the QPSK links translates the 70
I.7,I ( 1 ...... MHz output of the associated modulator to any frequency within

700 * 60 MHz in steps of I kHz. The first upconverter for the
SSMA link translates the 70 MHz SSMA input to a fixed 700

,: ', ' ' ' y~MSz output.th 70 The outputs of thecmies first upconverters are combined

EJ E i-01M bythe 700 MHz combiners.

Figure 4. Simplified Block Diagram Receiver

These equipment categories are briefly described in the fol- The receiver extends from the receiver output port of the feed
lowing paragraphs. diplexer to the output of the first or second downconverter. It

Power Equipment includes input bandpass filtering, redundant low noise amplifiers
(LNAs). and first and second downconverters with their associ-

The principal components of the power equipment are: ated signal dividing and distribution networks and transmission

a. High voltage connection, transformer, and associated facilities.
primary power supply control and protective services

b. Two diesel-drive alternators with control facilities to Low Noise Amplifiers: The redundant LNAs and input
serve as a standby power source bandpass filters, together with the antenna, establish the SOT

c. Static no-break power equipment consisting of batter- G/T nominally 35 dB/K over the entire 500 MHz receive band-
ies, chargers, and inverters with bypass switches, pro- width (7.25 to 7.75 GHz).
tection. a'.d control equipment Signal Division and Downconversion: The waveguide switch

d. Distribution and control boards at the output of the redundant LNA/line drivers feeds the online

Link Equipment and offline power dividers. The output of the dividers is connect-
ed by the input of the downconverters, where frequency transla-

The link equipment extends between the satellite path inter- tion to the IF occurs. As in the upconverter, the double conver-
face at SHF and the IF interface at 70 and/or 700 MHz. The sion technique is employed.
link equipment is subdivided into primary elements: an antenna
and RF system, including a transmitter and a receiver. Each of

these subdivisions is briefly explained individually in the follow- Frequency Generation
ing paragraphs. Duplicated quartz master oscillators with built-in 24 hour

Antenna System batteries are controlled by a dual VLF receiver with built-in

The antenna system major components include the antenna chart recorders which allow master oscillators to be compared

itself, its mount, a radome, antenna positioning and control and adjusted to within 5 parts in 1010 against standard VLF

equipment, and associated tracking facilities, transmission.
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SIATU$ ANU LONFROL INIENF.

Baseband Subsystem AU ..O .RWJI .C W.,,O , CU AND ICONSIE,
INTEOFACU SIAS

General Description CCANE I S .. o

The requirement to implement a digital system and thus CLOCK"---CK

completely replace the current analog baseband equipment in the A DATA

existing SGTs provided an opportunity to design the baseband C MUNI

without restrictions of compatibility with existing equipment. It Lo COCK LINK I

was thus possible to design this subsystem to meet the require-
ments of the NICS using new concepts and technology. This in D

turn provided an efficient utilization of resources. The baseband
subsystem was designed to provide the following:

a. Digital communication channels for use as trunks in a 11 1LHP 1 HWC(L C- ItP

switched network RATE DaHA. ANAIU, *,ILt I

b. A capability to modify the trunk size according to
traffic requirements DATA ANALOG VOI.I

c. An engineering service network with automatic
switching and connections to the terrestrial network Figure 5. Baseband Subsystem

d. Facilities for centralized control of the system channel transmitted using frequency modulation (FMI. The
The broad design goals listed above could have been met by modem is mutirate. It can operate at any rate within the limits

a variety of systems. The system designed was therefore further

refined to satisfy various technical and operational requirements. of 100 kb/s to 10 mb/s.

Effort was also spent to keep cost, implementation time, and b. The Sub-TDM
equipment complexity as low as possible. The system which re-
sulted from these considerations has the following characteris- The codecs discussed above provide trunks for telephone traf-

tics: fic, but there is also a need for interstation communication chan-
nels for housekeeping purposes. The service channel provides

Mode of access to the transponder: Frequency division multiple such a facility. This channel does not have to meet the require-
access (FDMA) ments of trunk channels. The use of one of the traffic channels

would result in a waste of capacity. On the other hand, the use
Type of Modulation: Quaternary phase shift keying (QPSK) of a signal processor totally different from the traffic would
Type of Multiplexing: TDM increase the complexity and consequently the cost of the TDM.

The solution to this problem is to use a sub-TDM which has a

Type of Analog-to-Digital and Digital-to-Analog (A/D-D/A) multiplexed output format identical to the 32 kb/s CVSD
Conversion: Continuously variable slope delta (CVSD) (32 kW/ codecs. With this solution, the sub-TDM can be built to multi-
s) and PCM (64 kW/s); single voice channel per codec plex digitized speech, data, and telegraph signals which are re-

Engineering Service Channels: CVSD. either through a submul- quired for housekeeping and other purposes.

tiplexer or as single channel per carrier c. The TDM

Control Facilities: Control monitor and display (CM&D) con-
soles located at each SGT and connected to control centers The role of the TDM equipment is to multiplex a number of

32 kb/s and 64 kb/s synchronous signals. Furthermore, there is
a requirement to modify the output rate of the multiplexer ac-

These characteristics, together with the design goal b above, arding t t o m oer and rate of t he mul. ple xe ac -

led to the equipment specifications. Some important features of cording to the number and rate of ports in use. The TM accepts

the equipment are given below, either 32 kb/s or 64 kb/s synchronous inputs. The TDM must
also perform PCM word synchronization. This is accomplished

a. Block Diagram of the Baseband Subsystem by requiring the TDM to have an aggregate bit rate no more than
the sum of the rates at its ports plus an overhead.

A simplified block diagram of the baseband subsystem is

shown in Figure 5. The A/D-D/A converters are in the form of Control Monitor and Display Subsystem
single codec per channel and are placed in a container separate The automated CM&D subsystem is based on a dual mi-
from the multiplexers. This container can accommodate both croc om ated its aseditn ardual m -
CVSD and PCM codecs placed on single cards. The submulti- crocomputer and its associated peripheral equipment. The
plexer (sub-TDM) is used for multiplexing the engineering serv- CM&D subsystem monitors and displays numerous rarameters

ice channels, medium and low rate data. and telegraph channels, of the SGT and provides commands to the several variable corn-

The FDM is a synchronous multiplexer whose data rate is depen- ponents of the SGT equipment in order to achieve an optimum

drnt on the number and type of codecs used over the link. The and efficient operation of the SGTs. Command and control of

modem uses offset QPSK and contains a two-rate Viterbi convo- the SGT equipment may be achieved locally from the CM &D
lutional encoder/decoder unit. A service channel associated with subsystem, or from the system control center(s). The ('M&I)
the modem is for use in link alignments. It is an analog voice subsystem monitors and displays:
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" Antenna movement and the position (elevation and fier) either from the local CM&D equipment or by
azimuth angles) a command received from the SCC.

" Ephemeris data for the previous 24 hours c. The Carrier Level Control (CLC) Attenuators
" Performance of the receiver (gain, noise tempera- * Control of individual carrier power achieved by con-

lure) trolling the pin diode attenuators inserted in the

" Path loss variations (the beacon signal strength) uplinks. Commands to the CLC attenuators may be

" Beacon information (identification) given either from the local CM&D equipment or

* Performance of each received carrier (Em/No) from the SCC through the CM& D.

* Power level of each transmitted carrier d. The Number of Channels per Carrier

" Total power level of the transmitter a This is accomplished by control of modem rate and
addition or deletion of channels from the TDM.

Furthermore the CM & D subsystem displays, in color graph-

ic form, the status of the following SGT equipment:
* Antenna position control and drive The CM&D subsystem accomplishes the above tasks by us-

ing:
" Antenna mode of operation (autotrack, spatial scan,

standby. etc) * A dual minicomputer

" Transmitter (upconverters, driver amplifiers, high o A multiprogrammer and numerous extenders to per-
e amit multiplexing of the digital and analog control

power amplifiers) and numerous signals to the digital format required

" Receiver (low noise amplifiers, downconverters) by the computer

" Beacon receiver e Dual color cathode ray tube (CRT) display units
" Local oscillators and associated keyboards for visual displays of the

" Modems various data and status information and for input-
ting equipment assignments, performance limits, etc

e Maintenance terminal units (maintenance terminal
" Link equipment configuration consists of CRT, cassette tape transport, and associ-

* Mains power supply equipment ated keyboard) for inputting programs and terminal

" Ancillary equipment equipment data, etc

The equipment makes extensive use of microprocessors and The CM&D system is a focal point of an SGT for the SCC.

firmware to store, manipulate, and pass information. The
CM&D subsystem controls: All data and status information mentioned above are collect-

ed at the CM&D, put into the message format, then transmitted
a. The Antenna to the SCC. Similarly, the command messages received from the

o By reading its position and driving it to a new posi- SCC are sorted at the CM&D and directed to the relevant
tion. This is achieved by simply peaking on either the equipment for execution.
beacon signal or a carrier (step track). This is simply
achieved by examining the signal level as a function
of antenna position. The algorithm is designed to
seek the peak of the antenna main beam by a series
of iterative steps, measure, and move on both the Beacon Receiver
elevation and azimuth axes. The aim of the system The beacon receiver is composed of the following sub units:
is to maintain the received signal level within -0. 1 tracking receiver, beacon measurement unit, and telemetry
dB of the available maximum signal. demodulator. It provides:

o By driving it to a predetermined position (preset). a. Acquisition and identification of satellite beacon sig-

* To scan a spatial position in the space with a given nals
pattern in order to acquire a satellite where its accu. b. Signal to the antenna drive and control system to ac-
rate position is not clearly known (spatial scan). complish step track

o To bring it to a halt (standby). c. Measurement of received beacon carrier power level
d. Measurement of receive gain

b. The Transmitter e. Measurement of system noise temperature

* By switching between the redundant units. f. Extraction of SATCOM III telemetry data stream

" By maintaining the output power to a set value. g. Synchronization with SATCOM III timing sequence

" By adjusting the output power to a demanded value Items a and b are basically for tracking purposes; items c.
(this may be achieved by controlling the output level d. e, and fare for system transmit power control purposes. Item
of the driver amplifier (traveling wave tube ampl- g is for SSMA operation.
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THE SATCOM CONTROL SYSTEM ity of each link, the received beacon level at each SGT, and the
loading of the satellite transponder. The receiving SGT measures

Purpose of the Control System the quality of the received signal and transmits the value to the

Since the advent of satellite communications services in the master control center (MCC). The MCC compares this mea-
mid-1960s. utilizing the full communications capability of the sured link quality to a predetermined range. If the measured
satellite has been a significant problem. The satellite in orbit value is outside this range, a power change command is formu-
represents a fixed channel capacity, in terms of power and band- lated for the corresponding transmitting SGT. Before the power
width, for carrying military or commercial revenue traffic. Con- change command is transmitted, the MCC ensures that the link
sequently. the problem is to maximize user traffic that is trans- quality degradation is not due to catastrophic failure of equip-
mitted through the in-orbit capacity. The system control is de- ment and that the satellite transponder has sufficient power
signed to deal with changing traffic and transponder loading due reserve for the change. These are determined from the equipment
to the change in requirements and/or transmission properties. status, the received beacon level reported by the SGTs and the
The network for which the control system is intended is a config- telemetry transmitted from the satellite. This process, when per-
uration consistingofmanyTDM/QPSK/FDMA single destina- formed as infrequently as once every 10 seconds, will allow the
tion carriers whose characteristics may be changed by remote or reduction of the nominal link margin to less than 3 dB.
local electronic control. The system parameters which may be b. Traffic Control
changed by the control subsystem are:

a. Total transmit power for SATCOM terminal For traffic control, a number of traffic configurations is
b. Transmit power per carrier stored at each SGT. In each traffic configuration, the capacity
c. Number of channels per carrier of each carrier is specified. The MCC can issue commands to the
d. Bit rate per carrier SGTs to switch to any prestored configuration at a specified

time, at which time all the SGTs switch to the new configuration.
Description of the Control System A special power control algorithm is used during the switchover

In order to properly control these parameters, a number of to prevent modems from losing lock. This control allows recon-

system characteristics are measured and correlated. These char- figuration of the network to accommodate traffic pattern

acteristics are: changes, such as traffic demand variations as functions of time

a. Received signal quality per carrier (BER) in the day as a result of time zone differential, or to accommo-

b. Receiver noise temperature date changes in communications environment.

c. Signal bandwidth Control System Hardware
d. Signal frequency
e. Satellite total transponder transmit power Centralized monitoring and control of the SATCOM SGT
f. Received satellite beacon power at each ground termi- network is performed by a minicomputer-based SCC and by a

nal minicomputer-based CM&D subsystem at each SGT.

g. Beacon identification code The SCC receives status information from all the connected
h. Beacon telemetry SATCOM terminals, processes it into a control computer which
i. Ground terminal equipment status as follows: informs the control center operator of network status, and gener-

I. Type, status, and location of voice channel codecs ates commands which are disseminated to the SATCOM termi-
and data multiplexers per carrier available for use nals.

2. Voice channel codecs and data multiplexers per
carrier employed The CM&D subsystem at each SATCOM terminal monitors

3. FEC rate employed per carrier and whether or not system status at several hundred hardware points and formats
FEC engaged the acquired information to display to the console operator on a

4. Equipment fault status and availability of redun- CRT display. Further, each CM&D subsystem serves as an
darn equipment interface between the SATCOM terminal and the SCC. It re-

ceives all commands from the SCC and decimates them to the
The quantity and variety of parameters to be monitored and appropriate element of the SATCOM terminal. In addition, the

controlled is such that a computer-based control center is man- CM&D formats all status information and passes it to the con-
dated. The control system is designed to collect information au- trol center.
tomatically and periodically from each of the SATCOM termi-
nals. to compare this information to that in a data base main-
tained in the computer, and to generate appropriate commands Implementation of the Control Subsystem
to control the parameters listed above. The system is automated The SCC consists of two geographically separated identical
to the extent practical. This means that a mix of control center control centers which receive all status and performance data
operptor intervention and automated processes is employed, from every transmitting SGT in the network, Each control center

Control System Processes is capable at all times of performing monitoring and control
functions for all SGTs in the network. SCCs communicate with

a. Power Control SGTs over satellite links, and with each other over either satellite
or terrestrial communication links. During normal operation, one

In power control, consideration is given to the measured qual- SCC operates in an active (command) mode while the other
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operates in a standby mode. Since all SCCs receive identical Figure 6 shows basic hardware configuration of the control
status and performance data from every SGT in the network, the center and its interface with the hosting SGT.
dynamic status and performance data bases at each SCC are -[-- [ -,-- j 
identical and, within the limits of communications delays, are ,--- -
synchronized. n SU so

The standby SCC, through the inter-SCC link, can function - 1 -as a backup link between the active SCC and a SGT when the L-1-M

direct (satellite) link between the active SCC and the SGT has lt^ ON -
'iIt I W

failed.

Each SCC receives equipment status and link performance .-
data from every SGT in the network at the rate of one frame
every 2 seconds. Similarly, each SCC transmits power control
and link configuration data to every SGT in the network at one
frame every 2 seconds. Both incoming and outgoing frames are ,o -
transmitted by their source twice (rate of one frame per 4 sec- ILtII S

onds). Upon arrival, each pair of frames is compared in order to
detect transmission errors. " - ACGi M.

SCC link control algorithms use data originating at transmit
SGTs, at the satellite, or at the SCC itself, depending on the C-IN --
parameters being computed and on data availability. Each SCC
is equipped with an automatic spectrum analyzer (ASPAN) in Figure 6. MCC Simpliftlac Diagram
order to monitor the satellite-transmitted downlink spectrum.
Telemetry data from the satellite is monitored at the SCC to Major components of the system are listed below:
determine actual transponder utilization aboard the satellite. i. SCC processor (Minicomputer HP-2113F)
Uplink power levels, Em/No, and received beacon power levels Main memory -12K bytes
monitored at each transmit SGT are reported to the SCC. Mavs storage redundant 19.6M bytes disk

Each SCC generates commands to control the total transmit d Operator terminal consisting of a color CRT ajid key-
power at each SGT, based on reported and calculated parame- board
ters which include operating noise temperature (ONT), carrier c Printer/plotter
power-to-thermal noise density ratio (C/kT), and the energy per f. Automatic spectrum analyzer
bit-to-thermal noise density ratio (Em/No). ONT calculation is g. Signal generator
based on measured data from ASPAN. as is C/kT. Transponder h. Power meter
utilization is based on telemetry data from the satellite or (if i. Automatic data reporting system (ADRS) concentra-
telemetry data is not available) on uplink transmitted carrier tor
powers reported from the SGTs. j. Control processor

The SCC controls the configuration of time division multi- k. Relevant interfaces for the units above
plexers (MUXs) and QPSK modems at each SGT by download- 1. Teletype (TTY) concentrators and TTY machines
ing configuration data over ,ae satellite link. A network planning

Two front end processors (ADRS and control) in the systemfunction of the SCC allows the network controller to analyze the provide a high degree of flexibility in the design of the total
satellite transponder power required to support a new configura- system. The processors are used to offload the mainframe CPU.
tion prior'to initiating a traffic configuration change. The algo-
rithm used for new configuration transponder utilization is simi- The control center and the ground terminals communicate
lar to that used for power control, but is not influenced by actual through the ADRS (a group of communication channels via the
SGT hardware or satellite transponder limitations. These limita- satellite). The number of ground terminals and the number of
tions are displayed to the operator for comparison purposes. end users become limiting factors in the design of the total sys-

tem if they interface directly with the minicomputers inside the
Centralized network control is performed automatically by control center and the ground terminal. Two microprocessor-

the SCC, with network planning, data base management, and based front end processors, the ADRS concentrator and the
status or performance reporting being carried out by the operator control processor, are designed to share the workload of the
through an interactive man-machine interface (MM I). The SCC minicomputers and provide greater flexibility in the total system
operator console is a color terminal with graphics capabilities, design.
The distributed computer interfaces will support long-term data
collection and trend analysis capabilities. The ADRS concentrator works as a pipeline processor. It

receives commands from the control center and distributes them
Centralized control of carrier power optimizes availability of to the ground terminals. Conversely, all the statuses and re-

satellite power, while distributed SCCs operating in an active sponses from the ground terminals arc funneled through the
(hot) standby mode of operation produce high reliability, availa- sonsestrom the grod ter ae fnnl rough ebiliy, nd lexbilty or he ntwok cntrl fnctonconcentrator to the control center. The control processor resides
bility, and flexibility for the network control function. inside the ground terminals, relays the ADRS data flow, and
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monitors the status of the baseband equipments (TDMs and of the Troposcatter System for South East region. He transferred
modems). Upon receiving command from the gr.iund terminal, to SHAPE in 1967 as a Project Engineer for the NATO Satellite
the control processor informs the baseband equipments to switch Communications System, where he was responsible for RF and
in/out end user circuits, modulation equipment. Presently working in NICSMA as a sen-

ior satellite comm:nications engineer responsible for preparation
The telegraph concentrator provides telegraph message rout- of the specification, implementation, and acceptance of antenna

ing from one telegraph operator to another telegraph operator at system, frequency generating equipment, control, monitor and
the SGTs and the network control centers or other selected sites. display system, system control hardware, and their interfaces

SUMMARY with SGT equipment and other NATO facilities.

The foregoing describes the NICS architecture and the Mebmet 1. Celebiler
NATO SATCOM system, with emphsis on the control portion Born in Ankara, Turkey, received his MSEE degree from the
of the SATCOM system. It is believed that the sum total of the Technical University of Istanbul in 1963 and his PhD degree
SATCOM system and its control elements will compose the most from the University of Pennsylvania in 1968.
advanced satellite communication network yet fielded. The sys- He worked in the COMSAT Laboratories, the Scientific and
tem is an example of what can be achieved when all of the
requirements for such a system are considered as a whole and the Technical Research Council of Turkey, and the SHAPE Techni-
development is treated homogeneously. Most other SATCOM cal Centre. He is presently the Special Technical Advisor to the
networks, both military and commercial, have evolved incremen- Chief of Implementation Division in the NATO Integrated
tally. SATCOM control in other examples has been treated as Communications System Management Agency in Brussels, Bel-
an overlay. In the case OF NATO, the elements required for glum.

control were built into the SATCOM terminal equipment hard-
ware and software from the beginning. For this reason it is felt
that the results achieved will allow more flexibility and command
and control options than might otherwise have been possible.
This should allow more reliable and responsive performance than
has previously been achieved.
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ABSTRACT: In 1970, the NATO Defense Ministers approved a program
to develop a common user communications system called the NATO
Integrated Communications System (NICS). The aim of the NICS is
to provide communications between eligible military and civil
authorities of NATO during peacetime, as well as potential peri-
ods of stress or conflict. Due to the magnitude and cost of im-
plementing the NICS concept, its development has been divided
into a two-stage program. NICS Stage I (1975-1985) includes the
procurement and implementation of separate voice and telegraph
switching networks along with improvements and additions to NATO
owned transmission subsystems. NICS Stage II (post-1985) com-
prises the progressive expansion and integration of the major
subsystems, including the eventual conversion to all-digital
operation.

The purpose of this paper is to present an introduction to
the NICS Stage I Network Control System (NNCS) whose basic aim is
to overlay a control system on the widely different subsystems
which comprise the NICS Stage I. Therefore, a brief description
of the subsystems comprising the NICS Stage I will be provided,
including their built-in control features. This is followed by a
description of the planned control organization. Finally, the
plans for the evolutionary development of the NNCS and its key
features will be described. The NNCS for NICS Stage I is being
planned around an analog system so that many similarities with
existing communication control systems will be evident, for in-
stance, the Defense Communication System of the United States.
The NNCS will be modified as digital facilities are implemented
as part of the Stage II expansion of the NICS, but these changes
are beyond the scope of this paper.

83



Baiter, McPhee & Toy

1.0 INTRODUCTION ever, initial control activities will be
heavily dependent upon manual procedures,

In 1970, the NATO Defense Ministers ap- supported by voice and message communication
proved a major program to develop a common facilities, as well as ADP equipment to as-
user strategic communications system called sist in the maintenance and analysis of sys-
the NATO Integratad Communications System tem information. Maximum advantage will be
(NICS). At that time, the existing NATO made of the currently existing reporting and
strategic communications were predominantly control facilities, and the features which
provided through special purpose dedicated have been incorporated into the design of
and manual networks configured hierarchi- the Stage I subsystems.
cally, paralleling the political and mili-
tary command structure of NATO, The trans- 2.0 NICS STAGE I
mission links supporting these networks are
derived from a mix of leased PTT and NATO The NICS Stage I involves the procure-
owned facilities. The basic intention of ment and installation of two major switched
the NICS is to replace these special purpose networks, the Initial Voice Switched Network
networks with survivable, flexible, secure, (IVSN) and the Telegraphic Automatic Relay
reliable and responsive communications capa- Equipment (TARE) network. These networks
bilities for eligible military and civil will automate some of the existing manual
authorities of NATO. This network is to be systems through the establishment of
used for exercising command and control dur- separate voice and message switched systems
ing peacetime, as well as during periods of interconnecting facilities in all NATO
conflict or stress, countries. NICS Stage I also includes the

provision of interim secure voice equipment
In 1971, the NICS Management Agency and extensive augmentation of NATO transmis-

(NICSMA) was created and assigned the sion capabilities through modification,
responsibility for the planning, engineer- refurbishment, and additions to existing
ing, procuring and implementing the NICS. facilities. The major elements of NICS

The basic concept for the NICS envisaged the Stage I are discussed below and include:
creation of a survivable network through the IVSN, TARE, SATCOM III, CIP-67, ACE HIGH and
implementation of a large number of backbone miscellaneous line-of-sight microwave radio
circuit switches interconnected by transmis- systems.
sion links to form a grid network extending
throughout the NATO geographic area. This 2.1 IVSN
"nodal network" would be the common user
network for all voice, message, and data The IVSN will provide an automatic
traffic modes. NICSMA recognized that the voice circuit switched network serving users
magnitude and cost of implementing the NICS throughout the NATO Alliance. It will com-
concept would require a phased implementa- prise 24 operational switches, located at or
tion, therefore, its development has been near major NATO headquarters, interconnected
divided into a two-stage program. NICS in a meshed (non-hierarchical) configura-
Stage I (1975-1985) includes the procurement tion, as illustrated in Figure 1. The in-
and implementation of separate voice and terswitch connectivity will be provided
store-and-forward message switching networks through the use of circuits derived from
along with improvements and additions to both satellite and terrestrial transmission
NATO owned transmission subsystems. NICS facilities, with any combination of circuit
Stage I will provide significant expansion type making up a particular interswitch
and integration of the major subsystems, trunk group. Approximately 30 percent of
with the transition to a digital mode of the 900 to 1,000 interswitch trunks are ex-
operation for all future subsystems. pected to be provided through th SATCOM III

subsystem. Subscribers can be accommodated

The basic aims of the NICS Network by two different means, direct connection
Control System (NNCS) for NICS Stage I are between an end instrument and the switch
to provide the communications Operating (referred to as a Direct NICS Subscriber) or
Control Organization (OCO) with the facili- INS. An INS connected subscriber requires
ties and procedures to exercise and control operator intervention to be able to obtain

and restoral actions necessary to maintain the use of certain network features, such as
user service in periods of peacetime, ten- pre-emption and setting-up conferences.

sion, crisis and war. The concepts for the When used in conjunction with Standard
NNCS are still in the planning stage; how- Interface Equipment (SIE), a user terminal
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Figure 1. IVSN CONFIGURATION

or P(A)BX can be remotely connected to an rence of shuttling and looping. Further,
IVSN switch through a variety of transmis- the use of two satellite hops as interswitch
sion facilities. The IVSN has been dimen- trunks in the set-up of any call is pre-
sioned to serve approximately 2000 DNS and vented, through the utilization of traveling

7000 INS subscribers with an average busy classmarks.
hour load of approximately 500 erlangs. The
switches are stored program controlled, each In IVSN, the users are classmarked as
having a "4-wire" solid state space division having one of five priority levels. If an
switching matrix of up to 1024 terminations idle path cannot be found on any of the al-
which provides local and trunk switching. lowed routing attempts through the IVSN,
Interswitch signaling is accomplished via a then the originating switch will invoke a
common channel signaling scheme patterned "precedence" search if requested by the
after the CCITT #6 plan. calling party. In a "precedence" search, a

call of lower precedence can be pre-empted
The call routing scheme is basically if there are no idle circuits available in

the deterministic spill-forward type, with a the potential routes leaving a switch in-
capability to fall-back to a previous switch volved in the call set-up. "re-emption can
if an all-trunks-busy condition occurs on also be invoked at the terminating points on
all routes out of a switch. Up to four a "precedence" call.
possible routes out of a switch to connect-
ing switches can be assigned for each possi- The IVSN has another built-in feature,
ble destination switch. During call set-up called "query forward," which is intended to

procedures, each switch can identify all the reduce the need for external traffic con-
switches already involved in the call at- trols by lowering the frequency of ineffec-
tempt and can therefore prevent the occur- tive call attempts. The originating switch
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directs a "query forward" message to the applicable to "hot line" calls; however,
destination switch over the common channel pre-emption will be executed on the primary
signaling network. If the called access route before searching any alternate route
line is idle or pre-emptable, the originat- for an idle or pre-emptable circuit.
ing switch initiates the call routing proce-
dures identified above; otherwise, it In addition to automatic alternate rou-
returns a busy indication to the calling ting and pre-emption, there are otner cori-
party. Moreover, a limited set of IVSN user trol capabilities built into the IVSN swit-
pairs may be given "hot line" service. In ches which can be exercised on demand,
this case, the originating switch automati- either manually or automatically. These
cally initiates a FLASH precedence call controls are summarized in Table I.
attempt. The "query forward" feature is not

TABLE I

IVSN CONTROL FEATURES

CONTROL
TYPE CONTROL ACTION IVSN CAPABILITY METHOD OF ACTIVATION

TRUNK RESTRICTION certain access lines are denied Automatic/Manual
the capability to make inter-
switch calls

CALL ORIGINATION Certain access lines are denied Automatic/Manual
RESTRICTION originating service

NETWORK

CIRCUIT MAKE-BUSY Specific circuits are removed Manual/Automatic
from service

ACCESS

CODE CANCELLATION Cancel locally originated calls Manual/Automatic
FOR to specified switch of P(A)BX

ORIGINATING CALLS code(s)
RESTRICTION

CODE CANCFLLATION Cancel originating and tandem Manual
FOR ORIGINATING calls to specified switch or
AND TANDEM CALLS P(A)BX code(s)

ROUTING PLAN CHANGE Change specific routes for Manual
reaching a given destination
switch code(s)

ALTERNATE ROUTING Change the "Routing Protocol" Manual/Automatic
RESTRICTION in a given switch (Ranges from

Protocol 1, with no routing
TRAFFIC restriction, to Protocol 5

which allows no alternate
routing

FLOW
TANOtM LINK Change the number of tandem Manual
RESTRICTION links allowed per call( 161

CHANGES
IRUNK GROUP Specified trunk group not Manual
DIRECTIONAtIZATION available for outgoing calls

(originating or tandem)
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2.2 TARE The TARE switches contain built-in rou-
ting capabilities to enhance network opera-

The TARE network will be an automatic tion under network damage conditions. The
store-and-forward message switching system switches have the capability for up to six
consisting of 18 stored program controlled levels of precedence (four are presently
switches. The switches generally will be designated). Both deterministic and au-
located at or near major NATO headquarters tomatic alternate routing schemes are built
and will be interconnected with approxi- into the TARE switches. In the case of
mately 50 dedicated interswitch trunks, as deterministic routing the TARE routing ta-
shown in Figure 2, serving users via dedi- bles include a normal route, a reserve route
cated low- and medium-speed subscriber and an alternate route; while in the case of
circuits. The medium-speed lines and inter- automatic alternate routing, a destination
TARE trunk circuits will be encrypted with TARE is defined.
newly procured equipment while low-speed
lines will be encrypted with existing NATO In addition to the precedence and flex-
inventory equipments. The TARE design ible routing scheme, there are other control
provides for modular sizing of the switches capabilities built into the TARE switches
with the maximum capacity being 100 low- which can be exercised on demand, either
speed and 20 medium-speed user terminations manually or automatically. These controls
and on-line storage capacity for 25,000 are summarized in Table II.
messages.
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Figure 2. TARE NETWORK CONFIGURATION
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TABLE II

TARE Control Features

FUNCTION CONTROL ACTION TARE CAPABILITIES

ALTERNATE - Route Messages to Other - Reserve Route Commands
STATION Subscriber Facilities for - Diversion Commands
DELIVERY Handling - Automatic Alternate Routing

- System Status Message
- Queue State Data
- Service Messages

ALTROUTE OF - Change Normal Route of Messages - Automatic Altroute Routing
INTERSWITCH In Network to Bypass Failed or - Close/Open Interswitch Route
TRAFFIC Congested Trunks and/or Switches to Low Precedence or All

Traffic
- Diversion Commands
- Queue State Data
- Service Messages

CIRCUIT - Provide Multihoming of Crit cal - Dual homing of Critical
ALTROUTE Subscribers to Alternate Switch Subscribers
(SUBSCRIBER)

TRAFFIC - Route Messages to Special - On-Line Holding Store
INTERCEPT Storage, Removing Traffic - Extended In-Iransit Storage
CONTROL from In-Transit Store - System State Data Retrieval

- Automatic Reentry from Holding
Store Upon Route Opening

- Service Messages

NETWORK - Throttle/Inhibit Subscriber or - Automatic Line Protocol
INPUT Interswitch Traffic Into Switch - Input Channel Closure
CONTROLS - Control Traffic Destined to - MINIMIZE

Certain Areas

2.3 Transmission Facilities The ACE-HIGH network is the primary

terrestrial transmission system of NATO and
The major NATO-owned transmission sys- will provide both dedicated and common user

tems supporting the NICS Stage I will be: circuits. It consists of a backbone route

of 50 over-the-horizon troposcatter links
* the ACE HIGH tropospheric scatter extending from Northern Norway to Eastern

and line-of-sight (LOS) system, a Turkey, which has a number of branches but

radio relay system in the Allied limited alternate routing possibilities. It
Command Europe area which was in- is supplemented by a number of microwave,

stalled in 1961; cable and PTT facilitie's to connect the user

complexes to the backbone route. ACE-HIGH
* the SATCON III system consisting of is an FDM/FM analog transmission system

redundant space segments and 21 which carries approximately 600 voice and

static ground terminals, as well as 300 TTY channels. NICSMA is currently un-

2 transportable terminals, which is dertaking the system planning for the digi-

scheduled for completion in 1983; tal replacement of ACE-HIGH and anticipates

and implementation beginning in 1984, with com-
pletion by 1987.

* the CIP-67 LOS microwave transmis-
sion network in the central region The current control of the ACE-HIGH is
of Allied Command Europe which is handled on a regional basis through Primary
expected to be completed by 1982. Control Centers (PCC's) located at key

transmission nodes of the system. These

PCC's have limited capabilities for monitor-
ing and directing the ACE-HIGH system per-
formance and operations. The control of
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these ACE-HIGH multi-channel transmission The CIP-67 program is an LOS microwave
facilities is accomplished entirely through transmission network that is configured to
manual processes, supported by dedicated improve and expand services in the central
voice and TTY orderwires. These ACE-HIGH region of Allied Command Europe. It con-
service channels include an omnibus voice sists of a semi-hardened backbone with a
orderwire, an express voice orderwire with number of unprotected sites and a forward
dialing capability and an omnibus TTY line of transportable radio relay stations.
orderwire. Status change reports are gener- It will contain approximately 60 radio relay
ated manually on teleprinters at the manual stations and utilize conventional FDM/FM
radio sites and forwarded via tape relay to analog transmission equipment. The individ-
the appropriate level of the OCO through the ual links can be equipped to provide a maxi-
controlling PCC. Control arrangements for mum capacity of 300 voice channels.
ACE-HIGH will remain virtually the same un- Installation is expected to be completed by
til the conversion to digital operation is 1982.
implemented. Appropriate expansion of the
system control features will be specified as CIP-67 includes a transmission monitor
part of the overall replacement project. and control subsystem which will be consid-

ered for application to the transmission
The SATCOM III subsystem will provide a remote supervisory and control (RSC) concept

significant portion of the circuitry to sup- being planned by NICSMA to support the NNCS
port the NICS Stage I connectivity. It is and future terrestrial transmission
being designed to satisfy the requirements enhancement/expansion programs. The RSC
for the IVSN, the TARE network, dedicated concept applied to CIP-67 includes the
circuits, itinerant subscribers and mobile provision of two sector control centers
users. The SATCOM III program includes an (SCC's), with each SCC controlling two sec-
expansion of the existing SATCOM II ground tors of the network, and a regional control
segment from 12 to 21 static ground termi- center (RCC) which monitors all supervisory
nals and the addition of 2 transportable and control information passing over the or-
ground terminals. Furthermore, the existing derwire channels of the radio equipment.
SATCOM II system which operates in the The RCC will be able to replace either or
FDI/FM/FDMA mode will be converted to digi-. both SCC's. Each control center will be
tal operation. The SATCOM III system is be- provided with a minicomputer for management
ing implemented to operate in the digital of the data collection, processing and pre-
mode with time division multiplexing of dig- sentation of the alarm and status conditions
itally encoded speech signals, forward error from each station. The equipment at each
correction and QPSK modulation. It will em- radio site will be uniquely addressable and
ploy frequency division multiple access and be connected to all the monitor and control
single destination carriers, with each car- points within the station. Routine status
rier being encrypted. The planned confi- information will be transmitted by each sta-
guration will provide in excess of 500 tion when polled, but the site equipment
duplex voice channels. Analog-to-digital will react to certain alarm information on
conversion will occur at the ground termi- its monitor points by interrupting any ex-
nals at the voice frequency level. isting communication on the reporting line

and then immediately sending the alarm in-
The control facilities being built into formation to the SCC and RCC. The status

the SATCON Ill facilities are described in and control information channels will be
another paper at this symposium so they will configured with four loops passing through
not be elaborated upon here. However, the each SCC. The transmission of information
basic objectives of the control subsystems over each loop can be performed in either
are to allow: direction to prevent an outage from isolat-

ing other radio relay sites. The equipment
" centralized control of each carrier at each site (including the control centers)

power; will also transmit information in both
directions to be able to interrupt the poll-

* central control of circuits through ing sequence. Independent transmission
link capacity management; channels between each sector and the RCC

will be established, bypassing the SCC's, to
* centralized monitoring of network allow the RCC to monitor any sector in the

status, event of the loss of an SCC.
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3.0 NICS MANAGEMENT AND CONTROL which are more long-term in nature, as well
ORGANIZATION as provide technical expertise for the oper-

ations branch. The major functions or ac-
The responsibility for management, tivities carried out by the COA are:

operation and maintenance of the NICS has
been assigned to the Controller Central
Operating Authority (CCOA), a position mentation of restoral plans;
reporting to the Supreme Allied Commander of
Europe (SACEUR). The CCOA is a collateral 0 maintain overall network and sub-
assignment for the Assistant Chief of Staff, symainta rkn
Communications and Electronics (ACOS CANDE) system status;
at SHAPE. However, the CCOA and ACOS CANDE * direct network configuration
roles are supported by separate staff changes;
organizations. The CCOA is supported by a
hierarchical Operating Control Organization * apprise command elements of the
(OCO). The OCO is headed up by the COA or- communications status;
ganization located at SHAPE Headquarters, at
Casteau, Belgium. Below the COA, operating * direct deployment of mobile assets;
control is delegated to five Regional
Operations Centers (ROC's) based upon the coordinate restoral actions with
five geographic areas of NATO, and collo- PTT's and national agencies;
cated with the headquarters for SACLANT,
CINCHAN, AFNORTH, AFCENT and AFSOUTH. The
controller of each ROC, as for the CCOA, echelons of the OCw.
also serves as the Communications and
Electronics Chief of Staff for the collo- The controller of each ROC is function-
cated Major NATO Command or Subordinate ally responsible for the management, opera-
Command. Subordinate to each ROC are a num- tion and maintenance of the NICS facilities
ber of Local Control Organizations (LCO's) tin hndefinedaneograhe rioS Inwithin his defined geographic region. In
which have been designated according to geo- this role, the ROC follows the directives
graphic areas within each region. The and procedures as developed by the COA, am-
lowest level in the OCO hierarchy are the plifying them as necessary to accommodate
Operating Units (OU's) which are located at local conditions. Due to the diversity in
the NICS communications sites and are facilities provided to each of the several
staffed by technicians in accordance with regions, it is anticipated that the scope of
the complexity of the equipment installed. the day-to-day operations will vary among
The SATCOM control is an exception to the the fivetoCda. owera ke y ment
hierarchical structure based on geographic is for the ROC's to be able to function in-

distribution. SATCOM control is exercised dependently o t e a if necesary te-

by the COA through the Master Control Center fore, many of the COA day-to-day control

(ICC) at ester, Belgium (site of a functions are replicated at the ROC's, al-
Satellite Ground Terminal SGT) or the Lhougn the level of activity will differ in
Alternate Control Center (ACC) to be esta- both detail and quantity. In addition, the
blished at Oakhanger, England. The ACE HIGH ROC's will be responsible for:
system control facilities currently include
a number of Primary Control Centers (PCC's) a arranging for depot maintenance;
which will be absorbed into the OCO.
However, the PCC in the central region is supply activities;
expected to exist as a separate facility, at
least until the ACE HIGH replacement project * inspection of facilities;
is completed in the late 1980's.

In general terms, the COA is responsi- 0 manpower provisioning.

ble for exercising operating control of the The LCO will have responsibility for
NICS, which includes control of the opera- particular Operating Units, as specified by
tions, maintenance and logistics support. the COA and parent ROC organization. While
In order to carry out these functions, the the ROC's are basically similar in their
COA will contain an operations element to responsibilities and functions, the I,CO's
deal with minute-by-minute activities and a will vary tremendously in terms of their
staff element to support those activitie5 roles in controlling the NICS. The span of

90



Baiter, McPhee & Toy

control of LCO's can vary from, for example, Per/Military/National circuits used for NICS
overseeing a few radio relay sites to being are to be covered by the NNCS data base.
responsible for a number of switch sites, as The NNCS will also provide for centralized
well as a large number of radio relay sites visibility and control of the NICS switched
(SATCOM, ACE HIGH and microwave radio systems. Both the IVSN and TARE networks
sites). The common thread for LCO's will be will provide data to the OCO through the
the management responsibility over the NNCS for analysis of traffic flow, switch
facilities and manpower under its control, performance, failures, and other parameters.
while their day-to-day operating control ac- This data will provide the OCO with the in-
tivities will be diversified. LCO's have formation necessary to control the switched
also been identified as the focal point for systems. Control directives to the switches
user complaints that the local maintenance will be facilitated by the NNCS on a near
forces have been unable to resolve. Where real time basis so that the switched network
appropriate, mobile maintenance teams will is protected from traffic overloads as well
be stationed with an LCO. as controlled to account for failures or

desired reconfigurations. Thus, the NNCS is
The Operating Unit (OU) is the lowest planned to encompass the NICS transmission

echelon in the OCO and operates on a 24- media and switched networks permitting
hour-a-day basis. Included in this category analysis and control from the level where
are switch sites and manned transmission the best network visibility exists.
relay sites (SGl's or terrestrial transmis-
sion facilities). As a rule, each Operating 4.1 NNCS Requirements and Objectives
Unit will have a supervisor who is responsi-
ble to his parent LCO or ROC commander. The NNCS objective is that the system
Operat.ihg control over an operating unit, shall be able to generate, transport and
however, may come via a different route as process sufficient information to enable the
in the case of SGT's. In general, the func- OCO to direct the maintenance of the best
tions of the Operating Units are to: possible service under all conditions of

system operation, including normal, failure,
0 perform fault isolation in conjunc- stress and damage. In this context, service

tion with other Operating Units is to be assessed in terms of grade of ser-
and/or secondary site personnel; vice, accuracy, speed and security. Thus,

the control system's overall performance is
0 perform scheduled and unscheduled measured in terms of its contribution to

maintenance; maintaining the service provided by the NICS
under all possible conditions. The minimum

0 implement service changes; acceptable standard is to maintain, at any
time, those communications designated as

0 implement controls or restoration vital by the command elements. The actions
actions as directed; concerned relate to network configuration,

data management, restoral and
* report to higher echelons; reconstitution. In order to support these

actions in a real-time environment, it is
• monitor equipment operation within necessary to provide hardware and software

or connected to the Operating Unit to automate data collection, processing and
facilities, dissemination for the OCO. There are two

general areas to consider in automation:
4.0 NNCS PLANS FOR NICS STAGE I first, is network configuration; second, is

status of the network operations. The
The NNCS will provide for visibility of network configuration can best be defined as

the NICS from all appropriate control levels the stable condition of the network at a
and provide the means for the Operating given time. There is, therefore, a require-
Control Organization (OCO) to exercise con- ment to maintain an up-to-date data base on
trol over the network. In this regard, the configuration information to include: con-
NNCS is planned to obtain and maintain the nectivity, termination equipment, type of
status and performance of all NICS circuits service, and operational switches, The
so that appropriate alternate routing or status of the network must then be overlayed
restoral can be directed for any portion of on the network configuration information to
the NICS. Therefore, the terrestrial trans- correlate the data and evaluate the impact
mission circuits, SATCOf circuits, and of any change on network performance. In
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order to react to changing conditions in f. To provide for collection and cor-
sufficient time, automation of data collec- relation of traffic information,
tion, processing, and display is necessary equipment utilization, and grade of
to provide the means of obtaining the in- service for long-term performance
formation in real-time, correlating the in- analyses;
formation, and displaying the information
required for the decision process in a g. To enable controllers to respond to
timely manner, varying from minutes to user complaints with definitive
hours, depending upon the particular data concerning the actual service
situation, being provided;

Closely related to the basic control h. To possess as much flexibility as
functions is the long term system management necessary to enable evolutionary
function, which includes performance assess- development of the NNCS and expan-
ment and the consequent system planning and sion without major redesign.
engineering to accommodate changing condi-
tions and requirements. Because of the 4.2 NNCS Implementation Strategy
close association between the control and
management functions, the same information The NNCS will evolve based upon opera-
support base will be utilized. However, the tional experience and is being planned with
long-term management function will require flexibility to adapt as experience is
more detailed information than can reasona- gained. A progressive development contain-
bly be supported by the NNCS in its early ing six independent but related steps are
configuration and consequently must await being planned. A more detailed description
the implementation of an automated data col- of each of these steps follows:
lection system. The requirements can be
summarized as follows: NNCS STEP 1: The first step will equip

all of the OCO control centers with the
a. To enable the OCO to receive, store basic communications facilities required to

and correlate automated reports collect information about the NICS confi-
from TARE and IVSN switches, as guration and performance, record that in-
well as information reports on the formation, and pass instructions to all
transmission systems, on a near subordinate control and operating units.
real-time basis; Information processing and display will be

mainly manual; therefore, the immediate in-
b. To achieve sufficient visibility on formation flow will be limited to the essen-

a timely basis to effectively exer- tial minimum necessary to detect major
cise day-to-day management and con- network changes which require control
trol of the NICS during the transi- action. More detailed information, which is
tion from implementation to opera- not time critical, will be collected and
tional status; analyzed to the extent that the system capa-

city, in terms of equipment and personnel,
c. To provide the basis for develop- will allow. The COA will be provided with

ment of logical, effective remote terminal access to the NICS Network
procedures/plans for management and Data Bases and visual display terminals will
control of the NICS; be installed to assist operators in handling

NNCS reports received at the COA, ROC's and
d. To provide the necessary ADP facil- LCO's. The primary voice and TTY communica-

ities to record the network confi- tions connectivity will eventually be via
guration and subsequently overlay common user means but initially existing
the network status, which will temporary orderwire communications will be
provide network assessment on a used until the TARE and IVSN systems are
real-time basis for operational.
management/cont-ol purposes;

NNCS STEP 2: A capability for remote
e. To provide the capability for col- reporting from the IVSN access switches will

lecting and maintaining current be provided. The required software modules
network status information and sub- and interface hardware will be developed to
sequent correlation of data for permit rapid handling of normal system
decision making in a timely manner; status data, urgent status/control informa-
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tion, and also routine summaries which are that failures or other abnormal
not time sensitive. The data will be ex- conditions have occurred that may
tracted and presented to a standard inter- require network control actions.
face point with the format and content Reports will be available for
required by the control centers. An au- recall by type, switch and network-
tomatic means of transporting the data will wide to assist in developing con-
eventually be available; however, data will trol solutions.
initially be limited to essential traffic
and manually relayed from the TCF. c. Data Management. Mechanisms will

be provided to maintain data bases
NNCS STEP 3: The capabilities to au- current through a flow of informa-

tomate many of the network control functions tion to all sites where system data
will be developed. Report processors will bases are resident. Procedures
be provided to obtain data from the switched will be established to review and
systems and Remote Supervision and Control enter new data in order to ensure
(RSC) subsystems of transmission facilities, accuracy.
The automated data processing equipment at
the COA, ROC's and LCO's will be capable of d. Contingency Planning. ADP support
accepting reports from TARE's and IVSN will provide the capability to
Switches automatically, and from the trans- store pre-determined contingency
mission subsystems and TCF's either manually plans which can be quickly
or automatically. Reports will be stored retrieved and implemented. More
and displayed in simplified standard formats importantly, contingency solutions
and forwarded to other interested control for unplanned situations can be
centers as required. ADP applications will developed in real time through
be specified to permit fielding the capabil- rapid assessment of network
ities separately. The functions will be im- conditions.
plemented starting with transmission sys-
tems, adding switch data, contingency plan- e. Performance Assessment. The capa-
ning and finally performance assessment. bility to assess long term perform-
Data base management will be developed as an ance will be developed. Network
integral part of all the other functions and norms and deviation from the norms
data display facilities will also be will be made available through the
provided using projected graphics onto large processing system to permit evalua-
screen displays for the COA. The addition tion of the deviations and facili-
of ADP systems in the OCO will improve the tate directives to correct abnormal
response time and will support the concept conditions.
of decentralized network control by provid-
ing the following functions: \NCS STEP 4: It is expected that the

NNCS will require extensive simulation mode-
a. Transmission Systems Control. A ling to develop accurate and proven control

transmission system/circuit data strategies to be used as a basis for further
base will be continuously updated automation of the control process. This
with status information concerning step provides for modeling to determine the
stations, radio paths, and groups. enhancements of the NNCS that should logi-
This iformation will be correlated cally be added to improve the system.
with data on circuit allocations,
user identities, and eventually, NNCS STEP 5: This step provides for
contingency planning information, system enhancements that are identified both
The impact of failures or degraded from the modeling effort of Step 4 and from
conditions will be evaluated to lessons learned through control experience
determine appropriate control ac- with the operational network. It is ex-
tions with rapid response times. pected that the majority of NNCS improve-

ments under this step will involve addition
b. Switch Control. Equipment and or changes to the software.

traffic status reports will au-
tomatically be made available to NNCS STEP 6: The sixth step planned
update the control data base. for the NNCS evolution will be to integrate
Flags will be provided automati- the circuit test and the remote supervision
cally to identify to the operators and control functions into the system. This
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will be achieved by enabling remote circuit The challenges associated with effect-
testing from LCO's, using automated test ing this evolution are numerous and are fur-
equipment at TCF's. This arrangement ther constrained because of the lack of ade-
coupled with the other control features of quate experience within NATO in the area of
the NNCS will enable the OCO to determine switched telecommunication systems control.
the transmission quality and through cor- An additional factor influencing the evolu-
relation of information will ensure the best tion of the NNCS is the planned transition
allocation of serviceable resources to meet of the NICS from a predominantly analog sys-
user requirements. tem to a switched digital system in the

future. This transition will present an
4.3 NNCS Schedule ever greater set of challenges to be met in

the future enhancement of NNCS.
Implementation of the six-step NNCS

program is expected to begin in mid-1981 BIOGRAPHY
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EVOLUTION OF CONTROL
IN THE

DEFENSE SATELLITE COMMUNICATION SYSTEM

P. Jeffrey Bogert
Stanford Telecommunications Inc.

Sunnyvale. California

ABSTRACT: This paper describes the evolutionary development of

the Defense Satellite Communication System (DSCS) Control Segment

from the current largely manual system to the deployment of the

Real Time Adaptive Control System (RTACS).

INTRODUCTION DSCS requirements for technical control
of satellite transmission facilities differ

The Defense Satellite Communication significantly from commercial equivalents

System (DSCS) provides a flexible, multi- in that unpredictable changes in traffic

trunk, multipoint, wide-band, long-haul requirements must be implemented rapidly

transmission system which interconnects and reliably, and minimum connectivity must

with Defense Communication System (DCS) be maintained under jamming conditions. In

terrestrial elements via DCS technical addition, DSCS must accommodate a wide

control facilities (TCF's) located at each variety of terminal sizes, and dynamically

of the DSCS Earth Terminals. DSCS consists changing terminal deployments, as shown in

of satellite networks composed of satellite Figure 1.

communicntion relay terminals in synchro-
nous orbits and earth terminals for control

and communication interconnectivity.
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5. The DSCS Automatic Spectrum Ana-
lyzer (DASA).

6. The RTACS.

1( ME
k ~ CONTROL CONCEPT

..w- . The DSCS, as a transmission medium for
k b the DCS, is under the operational direction

I, of the Director, Defense Communication
Agency. The DCA Operations Control Complex

- UNA- U I (DOCC) is the control hierarchy through

* .which the Director, DCA exercises control of, , 1 4' the DCS and DSCS. The elements of the DOCC

. .primarily concerned with Control of the DSCS
are shown in Figure 2. The highest level ofcontrol within the DOCC is the DCA Opera-

-- . tions Center (DCAOC). There are two Area
Communications Operations Centers (ACOCs)

Figure 1. Major DSCS Elements and eight DSCS Operations Centers (DSCSOs)
located worldwide.

The DSCS is evolving from a 
relatively

low capacity static system to one with the
capability to provide high capacity, flexible
communications services in support of the

World Wide Military Command and Control Sys- -~fl --2
tem (WWMCCS), the DCS, and special users. As
part of this evolution a new space segment /
has been developed. The DSCS III Space Seg-
ment will carry these Multiple Beam Antennas F 7L._,
that can be configured to provide varied
coverage patterns such that antenna gain is
allocated to desired accesses while at the ''N
same time rejecting interference sources. As
the system grows in capacity, flexibility,
and complexity, efficient operation becomes
more dependent upon the control segment. .. .....

To meet these challenges, the DSCS
Control Segment is evolving from a largely Figure 2. DOCC Elements for DSCS Control
manual system to the real-time adaptive con-
trol (RTAC) system.1 The Defense Communi- Current Control Concept
cation Agency (DCA) has planned a transi-
tional strategy that consists of the follow- At the current time, the DCAOC exer-
ing developments: cises operational direction over the DSCS

through the DCA Area Communications Opera-
1. The Pilot Control System (PCS) and tions Centers (ACOC's) and the Air Force

PCS Extension. Satellite Control Facility (AFSCF). The
AFSCF supports the DCAOC by accomplishing

2. The Satellite Configuration Control all telemetry, tracking and command (TT&C)
Element (SCCE), an X-band TT&C sys- functions for the DSCS II satellites in
tem. accordance with DCAOC requests or establish-

ed procedured. Control and monitoring of
3. The Control Coordination Subsystem satellite orbital and health parameters is

(COSS) and AN/USC-28 Spread Spec- exercised by the AFSCF using S-band TT&C.
trum Modulation Equipment (SSME). The ACOC's exercise operational direction of

the DSCS satellite networks as assigned by
4. The DSCS Operational Support Sys- the DCAOC. The DSCS Satellite Communl-

tem (DOSS) and Resource Allocation cations (SATCOM) network controller, an
Software (RAS). element of the ACOC, is responsible for the

control and management of all earth terminal
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accesses to the satellite. Control Element (NCE) of which eight are
required, the Terminal Control Element (TCE)

RTACS Control Concept of which 150-200 are needed and the Opera-

tional Control Element (OCE) of which some
When RTACS becomes operational, the twelve will be required. The DSCS Control

DCAOC will assume full operational control Interfaces are shown in Figure 5.
of all DSCS satellite networks. The SATCOM
network control functions will be relocated
to the DSCSOCs installed at host earth term- .,
inals. The DSCSOCs will be under the oper- - . I \
tional control of the DCAOC, and will exer-
cise the day-to-day operational direction '
of the DSCS. Operational plans call for a ' ;7] 9,
four satellite deployment, each satellite I , r -2
supporting between 40 and 60 earth terminals, ,
and 150-200 individual accesses or trunks.
Two DSCSOCs will be deployed at geographi- -

cally disperse sites as shown in Figure 3, I.L

one operating as an "on-line" DSCSOC and the - .
other as a "hot-standby" DSCSOC. At the
DSCSOCs, SATCOM network controllers will be
responsible for network operations and per- Figure 4. RTAC Distributed
formance on a continuous basis. They will be Processing Concept
assisted by a satellite controller who will
monitor the DSCS III satellites and control
the onboard communications subsystem config- L, I
uration. The DSCS III satellites will have ,- -f-- _1 ..
X-band TT&C, so that control of the communi-
cations subsystem can be exercised by the LII I_
satellite controller. In addition, the DSCS
III satellites are equipped with S-band TT&C -- '-
for use with the AFSCF S-band TT&C capabil- in.. -

ity, hence providing a backup to the X-band. -

Figure 5. DSCS Control Interfaces

DSCS Operations Centers (DSCSOCs) will
each be equipped with a NCE to implement the
network operations and satellite control and
signal monitoring functions. Network Term-
inals (NT's) will be equipped with TCE's
appropriate to their terminal equipment con-
figuration. OCE's will be implemented at
the DCAOC, the ACOCs, and the AFSCF to pro-
vide Controllers with network control and

RTACS CONTROL ARCHITECTURE display interfaces. In addition each Special
User Network Control Terminal will incorp-

The RTACS distributed processing con- orate an OCE as part of the Subnet Control
cept is show in Figure 4. There are three Element Configuration for control and display

major types of functionally oriented control functions relating to its cplement of

elements and interfacing subsystems. The terminals.

control elements will be designed for install-
ation into existing or planned DSCS facili-
ties. These elements include the Network
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Network Control Element (NCE) Terminal Control Element (TCE)

The NCE is the central control point The TCE's provide the means for con-
of the DCS control segment. It provides the figuration control, status monitoring, per-

SATCOM Network Controller with near-real formance assessment, and operator support
time visibility and control of the assigned for all DSCS transmission equipment and

DSCS assets. The NCE consists of six sub- subsystems at each Net Terminal. The TCE

systems, interfaces directly with terminal equipment,
with the local terminal operator, with the

a. A Network Control Processor (NCP) local DCS station controller, and provides
which provide computational data control connectivity to the SATCOM Network

base management support and soft- Controller and the NCE (and back-up NCE) via
ware maintenance support for all a control orderwire subsystem (COSS) and the

Net Control Elements. protected Critical Control Circuit (CCC).

Four types of TCE's are defined to match the
b. A Controller Interface Subsystem wide range of terminal configurations.

(CIS) which provide for the real-

time interactive man-machine inter- Operations Control Element (OCE)

face between the SATCOM Network
Controller and subsystems of the OCE's provide the man-machine inter-

NCE. face between SYSCON, SATCOM, terminal and

subnet controllers. The OCE will be
c. A Satellite Configuration Control designed as a standard modular, stand-alone

Element (SCCE) which provides the element capable of being deployed into a
Satellite Controller full-time wide range of facilities where operational
control and status monitoring of control personnel are located. Each OCE
DSCS III satellite payload config- can access up to four SATCOM networks via

uration via an X-band TT&C system. either dedicated or AUTODIN II compatible
communications interfaces.

d. A Signal Monitoring Subsystem (SMS)
which provide surveillance and EVOLUTION OF DSCS CONTROL

calibration of all satellite sig-
nals. The DSCS Control Segment has been

designed in a modular manner to facilitate

e. An Intermediate Frequency and Radio the introduction of automation leading up to

Frequency Interface Subsystem a full RTACS capability. The DSCS Control

(IRIS) which provides interface Segment will evolve from the largely Manual
control and subsystem connectivity Control used for the current DSCS II satel-
between the Network Control Element lites, through a semi-automated period when

and earth terminal equipment the first DSCS III Demonstration Flight
including up/down conversion bet- Satellites are available (CY1981-82). to the
ween baseband and radio frequency. build up of the RTACS starting in CY 83.

f. The Baseband Interface Subsystem Pilot Control System (PCS) and PCS Extension
(BIS) which provides connectivity

between the off-station facilities The PCS was deployed at four DSCS
and the NCE. This subsystem earth terminals during CY1977-78 to test

includes all patching, signal con- and evaluate various control concepts

ditioning, signal distribution, including margin control algorithms, control
COMSEC, and communications test orderwire protocols and control system per-

functions. formance. The PCS Extension (PCS-X) was

Initiated in CY1978 to provide an opera-

tional as well as test capability for earth
terminals of the DSCS II Atlantic satellite
network.
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Satellite Configuration Control Element DSCS Automatic Spectrum Analyzer (DASA)
(SCCE)

The DASA will be deployed with DOSS
Engineering Development Models (EDM) at the Sunnyvale and Ft. Detrick DSCSOCs and

for the SCCE are being developed in parallel will operate either with DOSS or in a stand-
with the DSCS III Demonstration Flight Satel- alone mode. DASA provides a signal monitor-
lites (DFS) and will be deployed at the ing capability that reduces the current
Sunnyvale DSCSOC for the East Pacific satel- monitoring time-line by a factor of 15 while
lite and the Ft. Detrick DSCSOC for the using improved estimation algorithms that
Atlantic satellite during CY1981-82. The include the effects of intermodulation
SCCE is an X-band TT&C system that will products, adjacent channel interference, and
monitor and control the communication subsys- the SAW filter characteristics. DASA com-
tem (including the multiple beam antennas) pares measured signal parameters with pre-
on-board the DSCS III satellite. dicted values and generates alarms when the

difference exceeds operator-specified thres-
Control Coordination Subsystem (COSS) and holds.
AN/USC-28 Spread Spectrum Modulation Equip-
ment (SSME) RTACS

The COSS will provide secure demand The U.S. Army Satellite Communication
access digital voice and data services bet- Agency is currently conducting a competition
ween the earth terminals in each DSCS network for the first phase of RTACS. This phase
and a Clear Mode Control (CMC) orderwire will be performed in CY1981-82 and will
The COSS is scheduled to be operational in include complete hardware and software
CY1982. The AN/USC-28 includes an A/J pro- design specification as well as the devel-
tected Critical Control Circuit (CCC) that opment of a Software Development Facility
will provide a stressed condition orderwire to develop the RTACS which is an extensive
capability. software program. The second phase of RTACS

will commence in CY1982 and will include the
DCSC Operational Support System (DOSS) and production of the NCEs, OCEs and TCEs, the
Resource Allocation Software (RAS) deployment of these elements and contractor

provided operation and maintenance support.
The DOSS will provide a computational

capability at the Sunnyvale and Ft. Detrick CONCLUSION
DSCSOCs to support initial testing and then
DSCS operation for the DSCS III Demonstration This paper has described the evolution
Fligbt Satellites. The DOSS will be deployed of the DSCS Control Segment from the current
with the EDM-SCCEs. The DOSS provides both to the planned RTACS of the 1980's. This
local SATCOM Network Controller control as evolution will provide improved capacity,
well as remote operation through operator availability and responsiveness for DSCS
stations at the DCAOC and ACOCs. The users while providing an orderly transition
Resource Allocation Software (RAS) will plan.
operate in the DOSS computer and will perform
the functions of Scenario Definition, REFERENCES
Resource Allocation, Network Performance
Prediction, PFcort Generation, and Data Base 1. Witherspoon, J.T., "Real-Time Adaptive
Management. The RAS provides the SATCOM Control for the Defense Satellite
Network Controller with rapid configuration Communication System," Page 25.2;
plans in response to changing DSCS traffic International Conference on Communi-
or changing network conditions. DOSS/RAS cations, June 12-15, 1977, Chicago,
will generate commands for the DSCS III Illinois.

satellite that will be sent via the SCCE at
X-band, commands for the DSCS network termin- 2. "Concept of Operation for the DSCS
als that will be transmitted via orderwire, Operations Control System:, 31 January
and predicted signal parameters that will be 1980, Draft.
used by DASA (see below).
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SYSTEM CONTROL CONSIDERATIONS
FOR

NEXT GENERATION DCS SWITCHES

John W. Guppy, Jr.
The MITRE Corporation

Bedford, Massachusetts

ABSTRACT: System control has assumed greater importance in mili-
tary long-haul communications with the increase in size and use
of common-user networks. Little consideration was given to sys-
tem control during the design and development of the existing DCS
switches largely because of the other problems that had to be
considered in order to insure a useful system. In the next gen-
eration of DCS switches, system control considerations will be a
significant factor in the selection of the switches. Some of the
system control considerations that should be taken into account
in the selection process are discussed.

INTRODUCTION System control for the Defense
Communications System (DCS) must take into

During th last thirty years, major im- consideration all aspects of the system.
provements have occurred in long haul tele- This includes both dedicated and switched
communications systems, both military and service, various types of transmission
commercial. These have resulted in greatly media, and the various switches. While all
improved service, lower costs, and increased of these aspects must be considered when
reliance on these systems. The growth in exercising system control, it is possible to
traffic caused by the increased reliance on consider individual areas when considering
these systems has led to more complex what features are required in those areas
networks and a greater need for system con- for the providing of system control.
trol to keep them operating at maximum
effectiveness. This need is especially This paper will consider the features
great in military networks where survivabil- that are desirable in the next generation of
ity in the event of a crisis is extremely DCS switches for switched voice service.
important. The exact nature of these switches is not
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known at this time nor is the time phasing take into consideration those factors that
of their introduction into the DCS. It is could be incorporated that would tend to
possible to make some assumptions about the reduce network congestion from either heavy
nature of these switches, however, traffic or the loss of part of the network.

There are several such factors to be
Assumptions considered.

The following assumptions have been made Switch Processing Capacity
about the next generation of voice switches
for the DCS: The switches should be designed to in-

sure that they have adequate processing
1) Switches will be stored program with capacity during periods of congestion. In

processor control; determining the required capacity, such fac-
tors as the increase in the number of

2) Switches will employ time division preemptions and number of unsuccessful call
digital circuit switching; attempts during congestion must be taken

into consideration. Ideally, the speed of
3) Switches will be compatible with processing a call should not be affected by

both analog and digital transmission the load being carried by a switch. This
facilities; ideal probably cannot be reached but it

should be possible to come quite close to
4) Switches will handle existing sig- it. Such factors as checking additional

naling and supervision and also be trunks before finding an idle one or having
able to work with common channel to go through preemption processing more of-
signaling; ten during congestion contribute to not

reaching the ideal.
5) Initial procurement will occur

within ten years. Two areas in particular require consid-
eration with circuit switching. These are

From a system control point of view, the glare and preemption. Glare is the condi-
most important of these assumptions is the tion that occurs when two switches
first one. Without stored program processor simultaneously seize a trunk between them
control, the cost of providing system con- for the completion of a call. If one or
trol functions in a switch is prohibitive both of the switches recognizes the condi-
except for the simplest functions. tion, one or both may back off and try

another trunk for the call. The calls are
Considerations delayed by the period required to recognize

the glare condition and the back off and
The exact functions provided for system retry. This adds to the processing load

control in the next generation of DCS swit- which adds to the congestion. If neither
ches will depend on the design of the swit- switch recognizes the glare situation, the
ches and the network plans. Regardless of calls can be left "high and dry" or the
the details, the features to be considered calls may be connected together. In either
can be divided into three major groups. case, all of the processing for call will
These are those designed to minimize the have been wasted and the retries of the
need for system control actions, control ac- calls will increase the congestion.
tions, and status reporting to provide the
controllers with the data required for Preemption can present an even more
control, serious situation than glare. If a portion

of the switch logic is tied up during the
preemption process, as is the case with the

MINIMIZATION CONSIDERATIONS existing Overseas AUTOVON switches, this
logic cannot be processing other calls at

Network congestion, actual or potential, the same time. With the existing AUTOVON
is a basic reason for initiating a system preemption arrangement, the reduction in
cc'itrol action. Any switch design should
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switch capacity when a considerable number Released-trunk operation of calls to as-
of preemptions occur is significant as the sistance operators would reduce both of
operation during which preemption occurs these problems. This type of operation
goes from 200 milliseconds to over 700 could be provided in either of two ways.
milliseconds. The first would be to provide special trunk

groups to the centralized operators. With
The glare and preemption problems can be this arrangement, all calls for the as-

minimized by the use of a properly designed sistance operators would be routed over
common-channel interswitch signaling these special trunk groups. When the opera-
arrangement. The use of logic operating at tor extended a call, the appropriate in-
a considerably higher rate than that structions, including precedence upgrade
required for the normal traffic load will would be routed back to the originating
minimize the delays in the basic call switch which would then set up the call as
processing during periods of congestion. if it had been originated locally with the

exception that no checks would be made to
Ineffective Preemptions insure that the originators class marking

allowed the call. The trunk to the as-
Ineffective preemptions occur when an sistance operator would then be released.

interswitch trunk is preempted for the set- The second approach would set up the connec-
ting up of a call that is later blocked by tion to the operator using a regular trunk
calls of a higher precedence or equipment arranged for common-channel signaling for
problems. These ineffective preemptions the connection to the operator. The opera-
result in additional congestion when the tors instructions for the handling of the
preempted calls are replaced. Ineffective call would then be sent back to the origi-
preemptions can be a particularly serious nating switch using the common-channel sig-
problem on trunk groups leading to switches naling along the route of the call. The
that serve as gateways to other areas. This switches along the route could then deter-
is the result of the high probability of mine at what point the connection to the
blocking on the high-usage interarea trunks, operator should be dropped and a new connec-

tion established. Precedence upgrades would
Common channel signaling arranged so be transmitted back to the originating

that no preemptions occur until it had been switch to permit all switches involved to
determined that the desired connection can store the new precedence.
be set up would reduce the number of inef-
fective preemptions greatly. Some changes The use of special trunk groups is less
in the way in which a trunk is selected for efficient than the use of the regular trunks
preemption may also be required if the ex- and common channel signaling. The special
isting arrangement of two types of trunks, trunk groups offer the advantage of not com-
voice and special grade, is retained in the peting with high precedence traffic for
future, trunks. This could be of considerable im-

portance in situations where a precedence
Release Trunk Centralized Assistance upgrade is required.
Operators

CONTROL CONSIDERATIONS

Assistance operators in the DCS have
been centralizc. in many areas in order to System control actions are provided for
make more efficient use of personnel. When minimizing congestion, minimizing the impact
an assistance operator extends a call, this of facility losses and handling interconnec-
can result in inefficient use of transmis- tions with other systems established to han-
sion facilities because of poor routing. It dle special situations.
can also result in the operator having to
place two calls, one back to the originator Routing Changes
and one to the destination to upgrade the
precedence of a call. The inefficient rou- The DCS makes extensive usp of alternate
ting is undesirable at any time, and espe- routing to handle traffic peaks and to
ciilly undesirable when congestion exists. provide routing around trouble spots. There
Having to place two calls for a precedence are conditions such as congestion and severe
upgrade can contribute to congestion by outages where the extensive use of alternate
slowing the operator response to another routing can actually make the problem worse.
call.
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Provision is needed for making routing Line-Load Control
changes in a rapid and efficient manner.

The activation of line-load control pre-

The present arrangement in the Overseas vents selected subscriber lines, including
AUTOVON switches is limited to cancelling PBX access lines, from originating calls but
alternate routing to a destination or block- allows them to receive calls. The present
ing all calls to a destination, i.e., code AUTOVON switches have three classes of line
cancellation. The present method of imple- load control which can be used singly or in
menting the changes is awkward and slow and combination. When applied, line load con-
needs improvement. In addition, it would be trol helps to relieve congestion by reducing
highly desirable to have a more flexible ar- the number of local call originations.
rangement that would permit the cancelling
of individual routes including the first Additional classes of line load control
choice route. This would be very useful would be desirable in order to provide finer
when a problem occurred on the first choice control. If the switch design permits, it
route but not on the alternate routes. may be desirable to provide line load con-

trol in a form that allows calls above a
Partial route cancellation where a route certain precedence to be originated but not

was cancelled for all calls below a given others. Another variation would be to allow
precedence would permit high precedence calls to some destinations to be originated
calls to take advantage of alternate routing but not to others. This would permit limit-
but restrict the routing of low precedence ing the traffic to congested areas from some
calls. subscribers while allowing them from others

with a clear need for such calls.
Code Cancellation

Trunk Directionalization
Code cancellation is a form of routing

change in the existing DCS in that it is im- Trunk directionalization is similar to
plemented by cancelling all routes to a line-load control but is used on interswitch
given office code or group of office codes, trunks to limit them to one direction of
When a call is placed to a code that has call placement. It is used to limit the
been cancelled a unique announcement is number of trunks available for calls going
given to the calling party. Expansion of to a congested switch or to insure that some
this function to permit code cancellation trunks are available in both directions
for low but not high precedences would per- between two switches. Reserving trunks for
mit limiting calls to high congestion points a specific direction between two switches
without completely cutting off service. may be necessary at time to insure that
This would be very useful in restricting the calls can be completed in that direction
calls to selected office codes working in a when precedence restrictions would heavily
switch when the congestion was largely the favor calls in the other direction.
result of calls to the PBX's assigned these
codes. Trunk directionalization should operate

in a manner that does not reduce the call
Automatic code cancellation for four- processing capability of the switch and does

wire lines and for PBX's where all of the not result in the mishandling of calls, The
access lines have failed would be desirable, existing interswitch trunk directionaliza-
This would be provided only at the switch tion in Overseas AUTOVON can result in extra
providing service to the four-wire line or switch marker operations and can also result
PBX and would result in the special an- in a call being blocked when a trunk group
nouncement being returned if the four-wire is partly directionalized and there is a
line or all of the lines to the PBX had been nondirectionalized trunk available for
out-of-service for at least a minimum speci- preemption.
fied time. This would delay or prevent
retrys of calls that would be made if a busy A modification to trunk directionaliza-
Lcn, or announcement were returned as is the tion that would directionalize the trunk for
a.e at present. The minimum time element low precedence call but not high precedence
is required to prevent returning the an- calls would be a useful control in some
nouncement in case a call is blocked on the situations. In some situations, it would
ilitial try by a short transmission fade. act very much like partial code

cancellation. It could be used, however, to
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allow some alternate routing through a REPORTING FUNCTIONS
congested point when partial code cancella-
tion had been used to limit calls to the The reporting functions can be divided
congested point. into physical status and traffic reporting.

Both of these are important from a system
Tactical Subscribers control viewpoint.

Provision is being made in the DCS for Switch Status
making interconnections with tactical sub-
scribers on a real-time basis. These sub- The system controls require a knowledge
scribers will move around from time-to-time of the physical status of the switch at all
and the exact location where the intercon- times presented in a form that indicates the
nection for any given tactical group will be call handling capability of the switch. The
made cannot be predicted in advance, exact data required will depend on the
Efficient operation requires that the tele- details of the switch design. Experience
phone numbers assigned to these subscribers with the present Overseas AUTOVON switches
be independent of the point of has shown that it is essential that the data
interconnection. provided be as unambiguous as possible. Of

particular importance is that routine main-
This requires that the DCS switches be tenance and operational acts do not appear

capable of rapid programming for the routing to the system controllers as potentially
of calls to these subscribers. It would be serious trouble conditions.
very desirable to have a single message, en-
tered at the point of interconnection, to Transmission Facility Status
automatically distribute the routing in-
formation throughout the network. This The switch is in a position to identify
would not be difficult to provide with com- certain transmission problems that cannot be
mon channel signaling, readily identified in any other manner. In

particular, problems associated with the
Class Mark Changes signaling units on analog trunks and lines

and the cross-connections between the trans-
During a crisis situation, the impor- mission facilities and the switch with both

tance of a given four-wire telephone or PBX digital and analog facilities can be readily
may change greatly. This makes it highly noted by the switch controller. Exactly
desirable to be able to change the class what the switches should report in the way
markings of individual lines rapidly when of transmission facility status will depend
necessary. The class markings of most in- on the state of automatic monitoring and
terest are the precedence limit and allowed reporting in this area by other means and
calling area. Those markings associated the degree of integration provided in the
with such things as type of signaling areas of transmission and switching.
required are of less importance but the
ability to change them rapidly in case of Traffic Reporting
restoration with a different type of equip-
ment would be useful. The switches will have to provide for

traffic reporting for both system control
Circuit Activation and long-term engineering purposes. For

system control purposes, information of the
Provision for activating reserve trans- number of calls being processed, loading of

mission facilities would be very desirable various trunk groups, and the amount of
if such facilities may be provided in the blocking occurring will be required as a
future. These could be military facilities minimum. The reporting interval used must
that had other uses in a noncrisis situation be long enough to minimize the effect of the
or be circuits leased on a standby basis. random nature of the traffic but short
At the present time, there is no provision enough to be meaningful for real-time
in the Overseas AUTOVON switches for this control. A moving window type of reporting
type of operation and no such circuits. would be desirable to permit rapid determi-

nation of the effect of control actions.
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CONCLUDING REMARKS Guppy was previously a Member of the

Technical Staff for Bell Telephone
The system control considerations coy- Laboratories, where he was engaged in spe-

ered in this paper almost certainly do not cial systems studies. He holds Bachelor's
include all of the considerations that and Master's degrees in Electrical
should be taken into account. Special feat- Engineering from the Massachusetts Institute
ures and services may be introduced into the of Technology and a Bachelor's degree in
DCS that will introduce system control needs Physics from the College of William and
that are not evident at the present time. Mary.
Such factors make it essential that the sys-
tem control considerations for the next gen-
eration of DCS switches be continuously up-
dated with changes in the DCS as they are
planned and implemented.

One possible consideration, channel
reconfiguration, has been deliberately left
out. This function would be useful in swit-
ches to which subscribers were rehomed in
the event of a switch failure. At a failed
switch, however, the failure of the switch
could prevent the rehoming if the channel
reconfiguration was performed by the switch.
It, therefore, appears desirable to provide
the channel reconfiguration function as a
separate unit.

BIOGRAPHY: John W. Guppy, Jr. holds the
position of Department Staff at The MITRE
Corporation. Since joining MITRE in 1960,
he has been involved in air traffic control
studies, the 490L Overseas AUTOVON Switches
Program and a variety of other communica-
tions programs. He is presently involved
with the AUTOVON Network Control Subsystem
project.
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EVOLVING APPROACHES
TO SYSTEM CONTROL IN THE DCS

Dr. L. Jankauskas & G.G. Wilson
GTE Products Corporation

Needham Heights, Massachusetts

ABSTRACT: Functions performed by System Control have become more
automated to enable the controller to more rapidly assess network
performance and take corrective actions. Described are some of the
early approaches and systems for System Control. Characteristically
these systems provide a measure of performance requirements imposed
on the transmission network. Examples of such systems are Data
Sentinel, Communications Performance Monitor, and Coimunications
Circuit Equipment Switch.

With the advent of digital techniques for DCS transmission,
most recently digital multiplexers and radios, a system control
approach directed at reconfiguration of the network based on
reassignment of digital channels in a multiplexed digital group
has been evaluated and is described under Digital Network Control.
Also highlighted is a network fault detection and isolation
approach to operate at nodal level; an approach tested and veri-
fied by simulation on the CPMAS program. Finally, an approach,
called Adaptive Channel Estimation (ACE) is described. ACE derives
estimates of link/radio performance, in essentially real time,
for high data rate (megabit per second) transmission.

1.0 INTRODUCTION niques, computers, and software programming)
new approaches for System Control have evolved.

The methodology used to maintain and re- Today, System Control facilities have evolved
store communication's assets to their optimum such that new functions not originally provided
performance levels in the Defense Communica- can now be provided because complex functions
tions System is the function of System Control. and algorithms, such as fault isolation of
With the changing technological advances, (LSI communication problems, can be implemented in
for hardware implementation, digital tech- software. Automation of these processes pro-
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vides greater real-time control of digital cuit through manual patching at the DC Jack
and analog traffic in response to changing field. System control has advanced to the
operational conditions, point now where automated patching is under

consideration at the 1.544 mb/s digital group
2.0 INITIAL APPROACHES level, discussed later under Digital Network

Control.
The evolutionary process began with analog Using measurement of the DC-circuit as an

and manual techniques for system control. example, the analog measurement approach was
Next in the process was replacement of analog replaced with a digital approach, and even-
techniques with digital techniques, encouraged tually digital integrated circuits were used
with the advent of integrated circuits. For to make performance measurements. Some of
both of these cases, control was accomplished these test sets were nomenclatured AN/GGM-15,
by manual assessment of one circuit at a time. 16 or 17, Digital Distortion Test Sets. The
This was changed, in the next evolutionary time frame was in the mid-1960s. In more
step, by adding a hard-wired capability to recent systems, such as the Communications
automate the process of monitoring by using Performance Monitor (CPM) for the NORAD
sequential scanners to connect circuits to be Cheyenne Mountain complex and the Automated
tested to one central analyzer. To some ex- Technical Control (ATEC) system, this function
tent, the reporting of measured results was is implemented with software. In the earlier
also automated. Table 1, Terrestrial System systems a tech controller would patch into a
Control Evolution identifies the various circuit, one at a time, and read a digital
stages. As an example, low speed digital cir- display of various types of distortion. In
cuits were once tested with an analog device today's systems the information is presented
presenting a circular display calibrated in on a video display terminal, information
the baud interval to present a measure of bit being obtained from a data base.
distortion to the operator. Operator control
was a matter of adjusting loop current to cor-
rect for the distortion or bypassing the cir-

Table 1. Terrestrial System Control Evolution

Manual measurements of circuit performance Analog techniques . Various analog test
characteristics one circuit at a time Hard-wired logic equipment

Manual system control

Introduction of digital technology to Digital techniques AN/GGM-15 series
replace analog technology Hard-wired (digital distortion

Manual system control measuring set)

Introduction of automated sequential Digital techniques . Access
scanners to connect many circuits to Hard-wired Data Sentinel
one central circuit analyzer Some automated

monitoring

Introduction of computer to aid in Automatic AQMRS
quality monitoring and reporting ATC (semi)

Upgrade of tech control facilities Analog-to-digital WWTCIP
and off-line circuit testing Manual

Computers used to replace analog Computerized ATEC
and digital in-service monitoring and CPM
assessment measurements CPNAS

First major automated patch capability Hard-wired switching CCES

under computer control

Automated patching/channel reassignment Automated CRM
approaches evaluated Computer controlled

Advances made in link/performance Automated CPMAS
assessment and fault isolation Software/firmware
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The addition of sequential scanners
decreased the time to take circuit measure- "-' -__7
ments. In the late 60's, one of the first 1
systems to use this approach was the Automatic ,
Communication Circuit Evaluation and Sensory
System (ACCESS). Today's systems use the
same concept, the major difference being ear-
lier systems were designed with hard-wired
logic and with manually selectable strap-
options based on the type of circuit being "-
tested; whereas today's systems are computer ...
controlled with options set in the data base
through a terminal device (VDU, tape, etc.). Figure 1. CQMS Functional Block Diagram

In the same time frame, one system, the Distortion is measured on each transmit
Automated Quality Monitor Reporting System and receive digital circuit by the 'bias/dis-
(AQMRS) was installed at Coltano, Italy and tortion analyzer' as each circuit Is multi-
another, Automated Technical Control (Semi)- plexed through the 'analog mux'. Based on
ATC (Semi) was installed in CONUS at Fort data printed out to the controller, appropriate
Detrick, Maryland. The AQMRS is a computer- corrective action can be taken. For transmit
controlled monitoring and reporting system and receive quasi-analog signals, impulse
for link, terminal, group, voice channel, and noise and signal level are measured and the
telegraph channel equipment. It alerted eye pattern of a demodulator connected to the
personnel to outages, degradations, or changes audio bandwidth signal is analyzed for signal
in status. The ATC (Semi) is similar to the levels which exceed threshold levels.
AQMRS but has additional limited capability
for semi-automated patching. In this particular application all of the

modems are the same type so that an approach
The system control approaches which which uses one demodulator, in effect a test

evolved in about 1970 basically provided the modem, is a cost effective solution for both
tech controller with a capability to more eye density analysis and a bit-by-bit data
rapidly access communications network opera- comparison of the test modem with the on-line
tion. Functions performed by hardware and/or modems. Transmit and receive on-line digital
software were generally limited to providing data is connected through the 'digital muxes'
data concerned with the technical parameters for analysis. In applications having many
of the circuits and equipment; e.g., measure- varied modem types, manufacturers, etc., this
ments of analog level, distortion, frequency, approach may not warrant the cost, a modulator
noise and the like. Corrective action, based is required for each different type of modem.
on the tech controller's capability to
'manually' fault isolate, was by manual 4.0 COMMUNICATIONS PERFORMANCE MONITOR AND
patching - as it is today. One of the most COMMUNICATIONS CIRCUIT EQUIPMENT SWITCH
recently tested concepts, to be described
later, for automatic fault detection and Iso- A major computer controlled system for
lation in the digital DCS backbone; has been assessing communications performance is the
designed and tested, by simulating fault Communications Performance Monitor (CPM) de-
scenarios, on the CPMAS program, signed for operation at the NORAD Cheyenne

3.0 DATA SENTINEL Mountain Complex. It also includes a very
large automated patching capability, called

Commercial circuit quality monitoring the Communications Circuit Equipment Switch
systems (CQMS) measuring DC and quasi-analog (CCES). The CPM measures performance param-
circuits have also been delivered; one, for eters of DC and quasi-analog circuits with
example is the "Data Sentinel" system for the calculations performed in software. The CPM
Penn Central Transportation Company in Phila- scans about 2000 points in less than three
delphia. This system is designed to scan minutes. Figure 2 shows the functional
about 200 digital circuits and 100 quasi- anproach.
analog circuits on a continuous, non-interfering
basis. This system is a hard-wired system
measuring the same parameters on commercial
circuits as are measured on military circuits.
Figure I shows the functional approach.
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a. A loopback capability (loopback tion, to any point along a circuit. All points
switch) are brought to this central monitoring facility

by means of a switch concentrator, which func-
b. Access to signals for in-service tions to allow simultaneous selection of up

monitoring only (monitor access to any of 20 test access points or monitor
switching) access points from the total of about 2000

points. Based on results of monitoring and
c. Access to equipment and circuits for testing a determination is made whether or not

off-line testing (test access switch) to switch in spare equipment. Connectivity of
the switches Is such that one spare could be

d. Access to equipment handling only connected in place of any one of ten on-line
RED signals or only BLACK signals equipments.
for purposes of switching in spareequipment (single area spare equip- 5.0 DIGITAL NETWORK CONTROL

senit switching)
Studies have been accomplished regarding

e. Access to equipment handling both am approach to improve network reconfiguration
RED signals and BLACK signals for and flexibility in a network using time divi-
purposes of witching in a spare sion multiplex equipment. One such method,
equipment (dual area spare equipment called Digital Network Control (DNC) is based
switching), on the concept shown in Figure 3. DNC is a

form of channel reassignment and denotes the '

All switching is controlled by a CCES ability to assign data in a time slot of a
Controller which is provided information from digital group to another time slot in the

I1
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same group or into different groups. The Based on analyses the location within the
result of a channel reassignment is equivalent digital hierarchy in which the DNC should be
to patching operation performed at the basic integrated was determined to be at the digital
channel level. group level as shown in Figure 4.

Although the DCS digital formats are
1 1 "T I OU ,,obyte-interleaved, an implementation approach

which can accept bit-interleaved digital data,
S2as is used in TRI-TAC, is suggested. Figure 5

,LA A, Q indicates such a modulator approach. The DNC
A function performs reassignment of byte-
interleaved channels; DNC B, of bit-interleaved

channels. Either function should be capable
of stand-alone operation.

6.0 CPMAS (Abstracted from Reference 1)
Figure 3. Basic Channel Reassignment Concept

In order to be responsive to the monitor-

However, the advantages gained by channel ing and performance assessment requirements

reassignment as opposed to patching are: of a mostly digital DCS, the Communications
Performance and Assessment for DCS Digital

a. The operation can be remotely con- Systems (CPMAS) program was undertaken. The

trolled. CPMAS program has developed an emulation
facility on which the present fault detection/

b. The operation can be performed at isolation algorithm, and other new algorithms,

stations where there is no channel can be tested in a controlled environment.

breakout and thus where channel The status monitoring and performance
patching is otherwise not possible. assessment functions are performed by two

processors, the Adaptive Channel Estimator
c. Several channels or a group can be (ACE) and an LSI 11/03, the composite being

reassigned as rapidly and as referred to as the CPMAS-D (D for digital)
accurately as a single channel. unit. When the software residing in the

CPMAS-D unit detects a monitor point transi-
DNC also provides operational benefits tion (alarm to/from non-alarm) it transmits

other than related to system control. These the monitor point information to the CPMAS
include rapid restoration of high priority Emulator, a PDP 11/60 minicomputer. These
circuits, provision of means for DCS trans- messages, called exception reports, enable the
mission control to perform performance assess- CPMAS Emulator to perform its prime mission;
ment and fault isolation in digital circuits fault isolation. Figure 6 shows the equipment
and the ability to automate some tech control comprising the CPMAS emulation facility. The
functions at unattended stations. CPMAS emulator, namely a Digital Equipment
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Figure 4. Digital Network Deployment
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Corporation (DEC) PDP 11/60 and associated algorithm is to locate the faulty equipment
peripherals performs the nodal and sector by discarding the sympathetic alarm reports.
level technical control functions. The two
CPMAS-D units, including the ACE units, per- The CPMAS-D Unit, exclusive of the ACE
form the station level technical control func- unit, performs the station level CPMAS func-
tions. Monitor point simulators provide tions of performance monitoring, performance
simulated monitor point status, which is assessment, and telemetry. The CPMAS-D
scanned by the CPMAS-D units. Two VIDAR monitor interface function monitors binary
TI-4000 multiplexers operating at 12.5526 Mb/s alarms, analog parameters, pulse parameters,
provide the ACE units with signals to be and ACE parameters by a sequential scan tech-
monitored. nique. Performance assessment consists of

84 b, the detection of changes in alarm state or
CIANNELS TSt

RIN co.O. threshold crossings.

.544M, 1.54 lASThe ACE operates as a major componen~t of
,o ;0 , . , the CPMAS-D unit. The ACE provides a means
,,, . FCTION . NODL1.11 of measuring the quality of microwave line-of-

sight radio links employing either three-level
f I partial response or quadrature phase shift

keying modulation techniques.

. C t, 4..... cT,,., The monitor point simulator provides the
FUNCTION ~oGuo signals which drive the CPMAS-D unit per-

formance monitor function. These signals are
binary alarms which represent hard transmis-

Csion equipment faults, analog voltages, inter-
CHANNEII ISu.. e mittent binary signals (pulses), and radio

baseband signals which represent performance
Figure 5. Digital Network Control Functional monitor parameters. These are threshole'Ei to

Modularity assess the performance of the transmission
equipment and/or network.

MbN,84,oT 6.1 Fault Detection/Isolation

The inputs to fault detection/isolation
T- are equipment status (either via station emu-

lation or CPMAS-D exception reports) and net-
work connectivity. The global approach used
by the algorithm examines in one cycle the
entire network status, including all alarm
monitor points, and simultaneously locates
all faulty equipment.

The CPMAS fault detection and isolation
functional flow is shown in Figure 7. It con-
sists of five phases. First, exception

Figure 6. CPMAS Demonstration System reports or emulated status are received and
acknowledged by the algorithm. These reports

The primary function of the CPMAS Emula- are used by the algorithm to maintain the

tor is the execution of the CPMAS fault detec- current status of all equipments via an

tion and isolation algorithm. The detection Equipment Status Table.
and isolation of faults in a DCS communications
network is complicated by the generation and
propagation of sympathetic alarms. Sympa- ,
thetic alarms propagate downstream from the
real fult following the network connectivity
and hicrarchical structure and are triggered
at non-faulted equipment as a result of signal
anomalies caused by faulted upstream equipment. Figure 7. CPMAS Fault Detection/Isolation
The function of a fault detection/isolation Approach Functional Flow
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The second step maps the equipment alarms described. These tests demonstrated that the
into their effect upon each communication algorithm can successfully isolate single and
path which is described in terms of its hier- multiple faults and performs independent of
archical transmission structure (supergroups, alarm arrival order. The fault detection/
groups, and channels). For any station each isolation algorithm successfully isolated the
unit of equipment (e.g., radios, second level faulty equipment for all tests conducted. To
multiplexers, etc.) is associated with a demonstrate that fault isolation time is
unique position within this structure. The insensitive to fault loading, independent
Equipment Status Table preserves this infor- channel and group faults were injected using
mation thereby enabling the algorithm to map the station emulation function. The results
the equipment alarms into a communication for a 16-station model network partitioned
path status for each station. The status is into three star networks are presented in
represented as either a non-alarmed (in Figure 8. As shown in this figure, the
service) or an alarmed (out-of-service) state, fault isolation time is essentially independent

of the number of independent faults or their
The third step is to delete the sympa- hierarchical level.

thetic alarms. The hierarchically described

communication path status for each station and
the network connectivity are the inputs to .'Z'

this function. The output is a list of sta-
tions with real faults. All downstream alarms
at the same or lower level from the real fault
are classified as sympathetic alarms and
deleted. The faults identified by this interim
process are described in terms of a station
name and a position on the communication path
hierarchy. The fourth step determines the
equipment corresponding to each real fault.
This process consists of scanning the Equip-
ment Status Table for the alarmed equipments
at the hierarchical level and station reported
as faulted. Figure 8. Fault Isolation Time

(Model Network)

The final step is to display the network 6.2 Adaptive Channel Estimator
faults to the Technical Controller. The
prime output is a list of all network faults The planned transition of the Defense
with each identified to the faulty equipment. Communications System (DCS) from an analog

FDM/FM system to a digital PCM/TDM system has
The main advantages of this algorithm is created the necessity to develop performance

its global network approach and fault isola- monitoring techniques that are applicable to
tion speed. The global solution is character- the all-digital world. It is desirable to
Ized by locating all network faults during monitor the transmission system in such a
each pass of the algorithm. This parallel manner that data transmission is not interrup-
processing is enabled by a design which ted, while being able to alert the technical
describes faults in terms of their communica- controller of a fault prior to the onset of
tion path status rather than in terms of serious system degradation. The adaptive
equipment faults. The algorithm systematically channel estimator (ACE) unit was developed on
examines the entire network to delete sympa- the CPMAS program to meet the need for a fast
thetics using bookkeeping procedures which and accurate performance monitoring technique
delineate all independent real faults. The applicable to digital transmission systems.
fault isolation time is reduced in two ways.
First by using the parallel approach all The ACE unit applies adaptive estimation
faults are isolated simultaneously. Moreover, techniques by adaptively estimating parameters
the communication path status reduces the that can be related to error rate. The basis
bookkeeping and allows highly repetitive and of the algorithm is that under low error rate
efficient processing. conditions the detected data sequence is an

accurate representation of the transmitted
The CPMAS fault detection/isolation algo- data sequence and by using adaptive processing

rithm has been extensively tested using the techniques channel characteristics can be
station emulation capability previously identified.
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An Adaptive Channel Estimator (ACE) field toring System. lie has also performed studies
test was conducted at the RADC test facilities and proposals for ATEC, "RI-TA(Cs TCCF,
from 6 November, 1978 to 23 January, 1979. NAVACCS, SATCOM III and SVlP.
The purpose of the ACE field test was to gather
th'e data necessary for an evaluation of the Prior to joining CTE, Mr. Wilson held

development unit as a means of assessing the position of Engineering Manager for mili-
performance of high-speed digital radio trans- tary programs directly upgrading Technical
mission systems. Control Facilities. These programs included

both circuit and equipment quality monitoring
The results of the field test demonstrate sy'tems, VF and DC line conditioning equipment,

that the ACE unit can be used over a variety timing recovery systems and other related
of operating conditions and can effectively elements.
assess performance of digital communications
systems. For the T1-4000 tests, the ACE unit Mr. Wilson has a Masters Degree in Mathe-
was able to accurately estimate the counted matics from Adelphi University and in Elec-
bit error rate (BER). trical Engineering from Worcester Polytechnic

Institute. lie is a member of Eta Kappa Nu and
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NETWORK CONTROL
AND THE CRM MAKE POSSIBLE

AUTOMATED DIGITAL PATCHING

A. Argenzia
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ABSTRACT: The digitization of the DCS has created an
opportunity for the automation of Network Control func-
tions. A Channel Reconfiguration Model (CRM) will
provide full channel-level reassignment of DCS station
traffic. This device will be under the remote control
of an automated Network Control system. This system
will monitor network status reports and utilize the
CRMs to route traffic around reported faults. This
paper discusses concepts employed in a feasibility
demonstration of CRM and Network Control which Honey-
well is currently developing.

Transmission Network Control is the done in the analog domain at a chan-
element of System Control which nel level.
assures that required circuits are
installed and operating whenever The change to a digital transmission
sufficient transmission resources system makes possible remotely con-
are available. Currently trans- trolled electronic patching devices.
mission Network Control is a highly Adding performance monitoring data
manual, decentralized process. Tech- and a telemetry net to collect that
nical controllers at each node co- data and to distribute control ac-
ordinate via teletypes and telephones tions to the patching devices, auto-
and use patch cords to make tempor- mation of the Network Control func-
ary connections to restore service. tion becomes possible. Both tempor-
Distribution frames are rewired to ary restorals and permanent recon-
make permanent connection changes. nections can be made using this
When interconnection between dissimi- equipment. The electronic patching
lar systems is required, it is now can also provide transmission inter-
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connection between dissimilar net- it controls. Initial concepts for
works with a bit of digital process- this have been formulated. Much
ing. additional work is required to fin-

alize this system.
Automation can evolve from simply
giving the controller computer driv- The intent of this paper is to des-
en CRT displays and allowing manual cribe briefly the nature of the work
path selection to an entirely auto- to date in CRMs and in Network Con-
mated routing process. The entirely trol. To this end, we will describe
automated routing process allows the the following facets of CRMs:
transmission network to adapt to
changing demands automatically - just
as the switched networks do. Achiev- * Implementation approach
ing verified performance and user
acceptance is the hurdle in imple- Capabilities for further
menting this totally automated sys- expansion.
tem. A robust control system with For Network Control, we will des-
a reliability and survivability equal cribe:
to that of the transmission network
itself is essential in leaping that * Requirements
hurdle. (A companion paper from DCECwill address this subject.) o Recommended system concepts-

including those to make the

Steps in automating Network Control system survivable

are being taken at Honeywell, under * Contents of the concept vali-
contract to Rome Air Development dation system.
Center. Honeywell is developing
feasibility demonstration models of The Channel Reconfiguration Model
the electronic patching devices -
called Channel Reconfiguration Models The CRM is the hardware which pro-
(CRM). These are, in essence, digi- vides the automated patching of the
tal telephone switches without the automated Network Control system.
call processing, signalling and The requirements on the CRM in this
supervision. What makes these units role are to:
special is their compatibility with 9 Interface DCS and TRI-TAC
Tl and TRI-TAC and their modularity. digital groups.
That modularity makes it possible to
adjust them to the size of a site and * Reassign any channel on any
to add other interfaces by a module incoming group to any out-
replacement - interfaces such as NATO going channel/group.
digital trunks, level 2 multiplex
streams, satellite system interfaces, * Modify channel reassignmentsand digital subohannels, in response to Network Control

system commands.

Honeywell, under contract to the * Monitor internal operations
Defense Communications Engineering and report CRM faults to
Center, is developing concepts for Network Control.
the overall Network Control system * Monitor status of incoming
for the DCS in Europe and a software digital groups.
system to validate those concepts.
This work is only a segment of the The following paragraphs describe
total Network Control development, the implementation approach taken
The functionality of gathering data, to meet these requirements.
making decisions, translating com-
mands, and transferring them to the
patching devices is being addressed. the compone of he R1 cdthe hardware which handles the com-

munications traffic and a micro-
The next step will be to develop con-
cepts for making the Network Control processor which accepts control
system as survivable as the DCS which commands from the Network Control

system or a local terminal (Fig. 1).
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The CRM hardware carries out the transmission system and Ti channels
actual reassignment function per Over the TRI-TAC transmission sys-
control instructions from the micro- tem.
processor. The microprocessor acts
as the intermediary for control of X
the CRM by a local terminal or Net-
work Control system. The micro-
processor has the capability to
change channel reassignments in the
hardware as well as monitor hardware
status and activate spares when
appropriate.

LOCAL CONTROL

EOCS NETWORK

EJ 
CONTROL

Figure 2. Channel Patching
with a CRM

CR0 COWP

SYSTEM

~delivered in the current develop-CONTROL SULTI The configuration of the unit to be

TI GROUPS 124 . ment supports the connections shown
TRI TAC GROUPS (II") -I. in Table 1. It is capable of 2880
T, C SASSLCH SI) channel level connections The num-
TRI TAC SU|CH 2'4 RS l v l h
NATO 132) - --ber of channels to which it inter-

- - -faces is limited by the number andLEVEL I MUX CA -

DATA0 D 64 AMtype of input/output cards and the
SATELTVE,. INITERFA HRACE-- - particular configuration of the
, 12w. 1 connected signals. Each interface

port may be a single channel or a
ANY GROUP(CHANREL/SUCHAM11EL mul tichannel group. For TRI-TAC,
CASNOWITCHEDTOANYOTHER the particular make-up of the group

varies including 8 through 96 chan-
Figure 1. CRM Interfaces nel groups. The total number of

channels allowable on a given 8 in-
terface card is limited to 192 chan-

The CRM interfaces digital bit nels. Thus, the exact capacity of a
streams, either as individual chan- given CRM depends on the consistent
nels or as multiplexed groups of interfaces. The design concept for
channels (see Figures 1 and 2). It the CRM standarizes the interface to
is capable of interconnecting any the reassignment network (inputs
pair of digital channels (received and outputs) as an 8-bit wide 8000b/
individually or in a group) in a sec, 64Kb/s rate (Figure 3). Thus,
duplex manner or in a simplex (uni- Ti and TRI-TAC both are converted to
directional) manner. The CRM as is such a format and bits in excess of
currently being developed, interfaces that required for the specific chan-
Ti groups and TRI-TAC groups (128Kb/s nel rate are unused. The interface
to 1536Kb/s, types 1, 2 and 4B). It card slots are universal. TI or
also interfaces TRI-TAC channels and TRI-TAC cards can be used in the
subchannels, and 64Kb/s synchronous same slot. These same universal
channels that are analogous to those slots can also be used to interface:
found in Ti groups. It is capable of
combining TRI-TAC subchannels and o NATO
channels into Ti groups. o ATACS (Current generation Army

Tactical)
Interoperability between networks 

is

provided by the CRM. It can trans- o Level 2 (8-Ti groups at 12.928
mit TRI-TAC channels over the TI Mb/s).
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Figure 3. CRM Architecture

Table 1. Prototype CRM Interconnect Capabilities

Ti 72 full duplex ports on 9 board sets, Allows channel
level reassignment of up to 72 groups (72 x 24 1728
channels) or 72 single channel inputs.

TRI-TAC 16 full duplex ports on 2 board sets. Allows channel
level reassignment of up to 16 groups (384 channels
maximum), or 16 single channel inputs at either 16 or
32 Kb/s.

TRI-TAC Subchannels 16 full duplex ports on 2 boards. Allows 16 each of
2 or 4Kb/s subchannel inputs and supports reassignment
of up to 48 subchannels.

Ti to TRI-TAC 2 modules. Allows conversion of up to 82 T1 channels
Conversion to TRI-TAC and up to 192 TRI-TAC channels to TI.

Automatic Sparing RAN
of: SCRAN

Recirculator
Timing
Power Supplies

Computer monitoring and display of performance of all modules.

The CRM is modularly expandable. A any types of interface cards desired.
single card frame can be used to in-
terface up to 40 ports. The address The CRM is made fault tolerant by
space and wiring in the CRM support the inclusion of spare circuit
one to seven card frames. Each of cards for critical functions. When
these frames may be populated with certain faults are indicated in the
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built-in test data generated in the faults is the first step towards
CRM hardware, the CRM software auto, service restoral via altrouting.
matically switches to one of the There are two sources of such data:
spare circuit cards. A message in- ATEC and CRMs. ATEC can provide
dicating that this action has been detailed hardware fault identifi-
taken is displayed by a CRT connected cation which in turn identifies
to the CRM and sent to the Network functional link/group/channel out-
Control computer. ages. The CRM too can provide

this functional information. Since
The built-in test data includes fram- it monitors group activity and
ing and activity indicators on in- framing, it can detect most types of
coming bit streams. Thus, this daw failure directly. By using the
serves as an indicator of the statd CRM's remote controlled patching
of the transmission links connected capability, test bit streams can be
to the CRM. This supports fault inserted and traced to detect more
isolation and performance assessment subtle faults (Figure 4). Since
by the CRM directly. the CRMs are already in contact with

Network Control to receive patching
The Network Control System commands, a robust telemetry network

is already present to send faults
The Transmission Network Control sys- from CRMs to the Network Control
tem in the DCS is required to main- site. Note that CRMs do not sense
tain the circuit paths in the DCS. the equipment that may have failed
It performs this task by monitoring but only the functional result of
the transmission system status and the failure. This is all that is
finding alternate routes (i.e., required, however, for Network
"altroutes") for circuits in the Control's mission. The altroute
event of failures in the transmission can be implemented without specific
system. The required Net krk Con- knowledge of the equipment failure
trol operations in the event of a mode.
system failure are as follows:

AA final interesting point concerning
1. Detect transmission outages fault detection is the issue of cir-

(links, groups or channels). cuit-level failures in a network
with CRMs at every station. In such

2. Identify the circuits effect- a network, channels appear by them-
ed by maintaining records selves only at the user loop (which
(in real-time) for circuit, is outside of the transmission sys-
route and status data. tem) or within the CRM itself.

Since Network Control does not di-
3. Attempt to generate altroutes rectly address user loop faults, all

for high priority users, transmission system channel faults
are directly accessible by the CRM

4. Maintain a control telemetry for detection.
network.

Once the faults in the network have
The automation of these Network Con- been determined, it is the job of
trol tasks is facilitated through a the Network Controller to determine
network-wide deployment of CRMs at the functional circuits affected.
DCS stations and the installation of The proposed system uses a versatile
primary and back-up Network Control network-type data base (Figure 5)
sites. These sites together with an with a full data base management
adaptive packet teldmerry system make system (DBMS) to facilitate this
up the proposed automation of Net- step. Both permanent and temporary
work Control. We will now examine circuit records are kept. These
the required Network Control tasks records are linked chains of appro-
mentioned abovie in detail and dis- priate link, group, station, channel
cuss their automation, and fault status records. New fault

status data is constantly entered
Detection of transmission system into these records. These new
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Figure 4. CRM Fault Isolation via Signal Trace

entries also prompt status display a manual altrouting process. In
changes and altrouting task queueing. addition, an automatic route build-

ing algorithm has been proposed for
service restoral in a minimum of
time. These two tools are integrat-
ed into a single algorithm which

C RC provides maximum versatility for
oUSITIS I-EILIN, the route selection task. The oper-

CIRCUIT AN LIN- NE... ator is afforded the opportunity to
N examine the altrouting queue and

WAI$M, ,c, MI C.,N select the degree of personal inter-
URA The automated route building algor-

CIRCE,UIT l .._E.NUJc ithms provide generation of a number
TUIL"IE ----- - %of optimum routes under the control

SLC LIEN%
-- off- of operator metrics and weighting[~~--factors.

v [b

In addition to patching automation,
Figure 5. Network Control the altrouting opportunities avail-

Data Base Schema able to the operator (or the auto-
mated routines) are also enhanced

The next step in the Network Control by the presence of the CRMs. A CRM
tasks is the establishment of alt- at every DCS station allows circuit
ernate routes for high priority route patching at every station.
users. We have proposed a dual ap- This is currently not possible in
proach to this task. A set of route the DCS because circuit patching re-
building displays has been developed quires first level multiplexers
to easily guide an operator through (Figure 6) and not every group
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Figure 6. Current Channel Patching

brought into a DCS station is broken The Network Control system under
down to this level. With the CRM at current contract at Honeywell is
a station, the multiplexers used for the first step in a validation of
circuit routing are eliminated and the automated controls discussed
every circuit entering the station above. The validation system will
has route patching capability be hosted on a PDP-11/34 computer
(Figure 2). The connectivit of the and interface both real and simu-
network is, thus, enhanced by CRM lated CRMs in a 13-node network.
deployment. The validation system will handle

fault reports from a simulation
To protect the Network Control sys- fault generator which is controlled
tem from hardware failures or network by a simulation terminal on the
changes, the system must be made 11/34. Both operator-assisted and
adaptively reconfigurable. The sys- fully automated altrouting will be
tem must have primary and back-up provided. In addition, there will
control sites in the event a control be alphanumeric and graphic opera-
site is not operational or the net- tor interfaces made available.
work becomes split into subnetworks
due to link or station outages. The current validation Network Con-
There must also be a means for trol program will provide an impor-
determining new control site respon- tant first step in automated trans-
sibility in Lhe event the network mission Network Control for the DCS.
divides along any arbitrary lines. As such, it can be used for evalua-
In addition to redundant control tion of CRMs, controlling DEB test
sites, the telemetry system (which bed experiments, and tech controller
uses DCS links as well) must be made operator training. Successful vali-
flexible enough to adapt to back-up dation will lead to incorporating
control site relocation and a chang- the multiple control sites and adap-
ing network reconfiguration. The tive telemetry necessary for comple-
most effective method for meeting tion of the full concept validation.
these redundancy requirements uti-
lizes telemetry routing algorithms The work described in this paper was
which are adaptive apriori of any supported by Rome Air Development
set of expected failure scenarios. Center and the Defense Communica-

tions Engineering Center.
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TEST SYSTEMS FOR BASE/ACCESS AREA
CRITICAL USER OPERATIONAL READINESS*

John F. Sawyer
The MITRE Corporation

McLean, Virginia

Purpose This paper compares the relative costs and
benefits of a number of candidate test sys-

The purpose of this effort is to assure tern alternatives which comprise both ATEC
that critical DCS user circuits have a high and commercially available test elements.
level of operational readiness. This study
focuses on the DCS user's access lines and Test System Roles
dedicated circuits between users.

Figure 1 shows the relationship of
A major objective is to assess the ATEC base/access area testing to critical DCS

system's potential for monitoring and as- user circuit operational readiness. Three
sessing communications performance in the levels of testing are considered:
base/access area. Alternatively, for areas
where the ATEC is not deployed, it is also 1. Catastrophic end-to-end failure
important to evaluate non-ATEC means of tests
monitoring, transmitting, and processing 2. Fault isolation tests
base/access area performance information. 3. System degradation tests.

* Review of this material does not imply Department of Defense
endorsement of factual accuracy or opinion.
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Fqw I RELATIONSHIP OF BASE/ACCESS AREA TESTING TO CRITICAL USER CIRCUIT OPERATIONAL READINESS

Currently critical circuit failures are tional discussion, and reduce the repair

ditected when the user attempts to use the time. Hence, both end-to-end continuity

communications system and discovers it is testing and fault isolation testing are ex-

disabled. Frequent end-to-end continuity tremely important to improved operational

tests of critical circuits would detect readiness of critical user circuits.
catastrophic failures with reduced average

failure detection time and improve the oper- The third type of testing, system de-

ational readiness percentage of these gradation testing, addresses the more nebu-

circuits. With typical repair times on the lous worlds of "fine tuning" and "failure

order of one-to-two hours, end-to-end conti- prediction". This type of testing can

nuity tests should be performed at a mini- provide higher quality average communica-

mum, at least several times per hour (even tions service to the user. It has the

continuously), to assure prompt detection of potential of averting at least some catas-

catastrophic failures. These end-to-end trophic failures if the testing is well im-

continuity tests are the single most impor- plemented and preventive maintenance Is

tant tests to assure operational readiness performed. Because the payoff of system de-

of the critical user circuits, gradation testing is less clear-cut, this

type of testing is the least important of
Given prompt detection of catastrophic the three types considered for operational

failures, the second most important type of readiness enhancement and should be imple-

tests are those designed for fault mented only in specific cases where defina-
isolation. Good fault isolation testing can ble advantages can be realized at modest in-

rapidly pinpoint the failure, save jurisdic- cremental cost.
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Analysis Approach was analyzed. This complex was selected
because it is rich in the "analog endlink"

The overall approach to the study was appended to "digital backbone" configuration
to (1) identify the number of critical cir- typical of the analog-to-digital transition
cuits in the European theater requiring period of the middle-to-late 1980's. The
base/access area monitoring, (2) define the analysis concentrates on the analog endlink
alternative test system arrangements that connecting the ATEC station to the terminal
should be considered for this purpose, (3) Technical Control Facility or station from
obtain cost data for the test components, which the user is served. Cost and benefit
(4) weigh the system factors in terms of im- weightings were assigned to each arrangement
portance and (5) derive the cost/benefit based on an interpretation of the Linderhof
score of each alternative test system. Nodal Subnetwork that most closely resembles
Additionally, deployment of the test systems planned ATEC deployments.
in the European theater and potential exten-
sion of their capabilities to the European The set of desirable arrangements ob-
Telephone System (ETS) are also briefly tained from this analysis of the Linderhof
addressed. The test system arrangements ex- Nodal Subnetwork is virtually the same as
amined all have the same basic elements (1) that arising from the analysis of the RP and
a central information collection/processing MCP subsets of the DCS throughout Europe.
facility, (2) sensors and probes to collect
quality monitoring and fault isolation in- Conclusions
formation, and (3) a means of transmitting
that information from remote terminal sta- Table 2 shows the four preferred test
tions to the central processor located at system arrangement evaluation scores. There
the ATEC node. are three ATEC-based choices (economy

through deluxe) and one non-ATEC based
Table I identifies the twenty-three choice. Arrangement 12, consisting of an

test system arrangements considered and ATEC ARS and IMS augmented with a Circuit
their suitability to the prime mission of Continuity Tone Injection/Detection and
catastrophic end-to-end failure detection Noise Measuring (CTIDN) device is a reasona-
and fault isolation testing. Only six sys- ble all-round choice (cost vs. capability)
tems thoroughly meet the primary test objec- because of its ability to do full-time
tives; ten others also represent a partial catastrophic end-to-end failure detection of
solution to the test problem. The arrange- critical circuits and to measure all criti-
ments were developed to make maximum use of cal circuit parameters on both an automatic
existing signals, alarms, and range from the or a "monitor immediate" basis.
simplest (low cost) to the very comprehen-
sive (high cost and interface complexity). Although Arrangement 12 monitors most

of the transmission system and facilities in
To assess the number of circuits to be the hase/access area, it does not test the

monitored for the DCS in Europe, subsets of final loop to the user handset. Arrangement
critical DCS circuits were examined based on 18 (Deluxe ATEC), expands upon Arrangement
Restoration Priority (RP) and Maximum 12 to include a Loop Reporting System (LRS)
Calling Precedence (MCP). The analysis that additionally measures the end-to-end

derived the number of circuits in each continuity to the user handset. If the
subset, fault location statistics generated during

the testbed phase of the base/access area

There are 7265 circuits to be consid- test system implementation program demon-
ered in the European theater including ac- strate that inclusion of the LRS is war-
cess lines and dedicated circuits. ranted, the basic Arrangement 12 can be ex-
Depending on the critical subset selected, panded to the Deluxe ATEC Arrangement 18,
between 30 and 2332 of these will be the recognizing added investment dollars will be
prime candidates for base/access area needed as shown in Figure 2.
monitoring.

Costs of implementation vary with the
Although the overall study focuses on number of circuits to be monitored. Figure

the entire DCS in Europe, it was felt impor- 2 shows the initial investment costs of the
tant to examine in more detail how the test four preferred test system arrangements as a
system might be applied in a specific area. function of the number of circuits covered.
An approximation to an actual ATEC nodal System life cycle costs are generally
subnetwork - the Linderhof Nodal Subnetwork proportional to the initial investment cost.
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TABLE I

TEST SYSTI ARRANCEMIENTS CONSIDERED AND THEIR SUITABILITY TO THE PRIHE MISSION

1 2 3 4 5 6 7 1 8 9 10 11 12 13 14. 15 16 17 18 19 20 21 22 23

ARS MON-TITS x- x - - x x - -

=ES =O, SF x

ARS 1MTORS
alTDF ALA M x x
LEADS

N I A L x x x
DATALOCI
NONITORS NOU

PILOT ALA.NS
DATALOC1
MONITORS D

VOICE CIRCUIT x • x x x x x x x x

INS NIMIoS SF

TONE CONTINITY x xT

PCS 40'M IToRS

ANALOG RADIO
LINKS
LOOP REPORTING
SYSTEM x x x

H.P. SIMPLE
AUTO. TEST x
SYSTEM.. M. ODERAT -
AUTO. TESTI
SYSTUI .

PEFRSTOOG NO LESS LESS NO LESo S LES LESS LESS YES YESF IS YE YS LSS LESS IYES YES NO N0 80O
CATASTROPHIC. END- THAU.AN THAN TRAN T= RAN T- T= THAN N
ToEND FAILURE FULL FULL FULL FULL AULL mLL FULL FUFLLL FULLAM ,N I

,.FAULT ISOLA- TZE !TZME TUI7E rIM a E NILTIME TIM PULL
TION TESTIII I , ' 'I TI . T JE-

*CTIDN Ctircuit r-ntiunIltv Tone Ini-ction/Detection and Ioise Ileasurinp,
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TABLE 2

RECOMMENDED TEST SYSTEM ALTERNATIVES

ARRANGEMENT SELECTION TEST BENEFIT COST SCORE COST/BENEFIT
NUMBER BASIS SCORE (700) (300) SCORE (1000)

11 LOW-COST 514 264-298 778-812
ATEC CHOICE

12 BEST ALL- 530 246-278 776-808
ROUND ATEC
CHOICE

15 BEST NON- 479 270-299 749-778
ATEC CHOICE

18 DELUXE ATEC 580 190-246 780-826
CHOICE

It is concluded that there are test
techniques currently commercially available CAIIOWS HoUIMAMY

or well within the state of the art for the MONITORDFOR T
ORAESPONIN~iG DOLLARS

base/access area monitoring of critical DCS
users and that the recommended OIOLUEA11C CHOICE

arrangement(s) should be implemented .,,
immediately. A follow-on study to examine ,,
the applicability to the new ETS design is
also timely and needed.
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MANAGEMENT OF DATA
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B.J. Leon
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ABSTRACT: Control of a communication system requires considerable

data. Proper management of these data is essential. This paper
discusses the data required for control and shows that the data

fit into four distinct bases. Each data base has different pro-

perties that require different file structures for management.
A discussion of the data bases and appropriate structures therefore

are presented.

BASIC CONCEPTS define what we mean by system control.

For a general purpose, multi-user, tele- Telecommunication system control is the
communication system, effective control re- control of access to communication assets

quires information from four data bases, in order to maximize a performance measure
The first of these is information about the established b management. Access by both

users. Who are they; where are they; how do users and maintenance personnel must be con-
they communicate? The second base of data trolled. The performance measure assigns

is a description of the installed communica- values to the various classes of messages
tion system as it was designed. The third and the tine required to initiate, transmit,

base of data contains Information on the and receive these messages.

current condition of the communication assets.
The fourth contains the information on cur- In a military communication system there

rent and projected usage. Before elabora- are many different types of messages sub-

ting further on the data and how it would be itted by many different users. Voice mes-

managed for effective system control, let us sages are submitted for either clear or se-
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cure transmission. Data messages of many The real key to effective system con-
types are submitted. Standard text traf- trol is the adaptation of the access to the
fic, facsimile data, computer file trans- system assets to meet varying levels of user
fers, intelligence data, brief fire control demands. At the present time, except for a
messages, etc., are all contained as classes few manual procedures, the only parts of the
of data. Video is not now a major part of system that are controlled by demand are
military communication, but it may well be the switched AUTOVON, AUTODIN, and AUTOSEVOCOM.
in the future. The timely delivery of each The presently planned Tri-Tac system will
message varies in importance depending on bring such sharing to the tactical arena.
the type of message, the particular indivi- If better traffic data were available on a
duals (including equipments) sending and near real time basis, circuits could be
receiving the message, and the military sit- shared between systems to give better satis-
uation. The military commanders must quan- faction of user needs. At present in Europe
tify the significance of the various messages when AUTOVON is heavily overloaded, there
under the various defense readiness postures. are unused circuits in the DCS that parallel
This quantification is the "management set the AUTOVON trunks. Better use data would
performance measure". The perfect communi- allow system control to give the important
cation system delivers every message in a voice users access to these now unused cir-
timely manner. Since we can't afford the cults. Data base four is the traffic data
perfect system, we must design a control to that is noz now available for real time
assure that the most important messages get system control.
through first. The description of the users,
the messages they may submit, and the signi- To summarize:
ficance value associated with each message
is the data for base one. We shall call Data Base One -- The generalized phone
these data the generalized phone book. book including user precedence levels.

The communication assets potentially Data Base Two -- The physical system
available to meet Command and Control re- architecture as designed and installed.
quirements are a diverse collection of spe-
cific systems designed and installed piece- Data Base Three -- The serviceability
meal to meet specialized needs. In the pre- of the various assets -- in service
sent command structure assets are often and in spec, in service but degraded,
separated into strategic and tactical cate- or out of service, along with the
gories. Often the procedures by which the reason for outages.
assets for each category are selected are
different. Furthermore, new special and Data Base Four -- System traffic and
general purpose circuits are constantly in service demands.
various stages of development. A total ca-
talog of these assets--where they are, how THE NATURE OF THE DATA BASES
they work, how access is obtained, etc.--is
data base two. The structuring of a data base depends

on how the data must be accessed and how
Much of the recent efforts in system con- frequently the data changes. Let us examine

trol are extensions of technical control, the four data bases to see which significant
Most of the subsystems of the total communi- properties apply.
cations system were laid out with specific
locations where technical controllers are Since Data Base one is a generalized
placed to regularly test the performance of "phone book", frequent additions and dele-
the network components to see that they are tions on a real time basis would not be
operating up to the design specifications, anticipated. Thus, since data base one is
When components are out of spec, tech con- a "static" file which will need fast random
trol is responsible for scheduling mainte- access, the sequentially allocated linear
nance and restoration. The information list data structure was chosen. It allows
gathered by tech control, whether manually for fast random access with a minimum of
gathered or automated through a system like overhead while providing acceptable inser-
ATEC, makes up data base three. The sched- tion and deletion time for changing the
uling of maintenance and restoral is the "static" file of data base one when needed.
control of access of maintenance personnel. Figure 1 is the architecture of data base
Thus system control includes tech control. one.
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PRECEDENCE LEVEL FIGURE 2 (CONTINUED)
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Since Data Base four is an up to data the simple four node network of Figure 2 is
"picture" of traffic and a prediction of depicted in Figure 3. Examining the main
future traffic based on a historical analysis list node for node A in Figure 3, the first
of past traffic, it will have frequent real block indicates which node is being described.
time changes. Thus, data base four is a The second block indicates which node is
"dynamic" file. A binary tree file structure linked to the described node from the left
was chosen so as to provide for the capability (left link); whereas, the third block de-
of being "copied" and analyzed quickly. The scribes the node which is to the right (right
size of data base four will be determined by link). The last block is the three link
management criteria as to how much projected which refers to a specific status indication
data is needed. tree for the circuits which pass through

this main list node. The status indication
DATA BASE USAGE tree is a binary tree composed of three

"branches" each of which contains a descrip-
An example of the generalized "phone tion of a circuit for a specific message

book' which is data base one is depicted in type. The message types are indicated by
Figure 1. Data base one is a three dimen- the tag identifiers (in this example -1 is
sional priority matrix within which resides video, 0 is voice, and +1 is data).
the Network User Priorities (NUP) of each
user for different messages and different A "branch" structure of a status indi-
military situations. In order to determine cation tree contains a block which indicates
an NUP for a requesting user, the system the message type by a tag identifier, a
searches for the user, message type, and block with the circuit number, a block indi-
precedence level to locate the cell of the cating the node on the circuit which is con-
priority matrix where the NUP is stored. sidered to be connected to the main list
For example, suppose that user 1 has requested node from the left (left link), a block in-
service in order to send a message type 5 of dicating the right link, a block indicating
precedence level C. The system would deter- the status or serviceability of the node,
mine tile NUP for the request to be that and a block called the thread which indicates
stored in the hatched cell of Figure 1. how to relocate the main list node that is

being described. This data base would be
A four node network example of the phy- utilized by a node by node check of the

sical system architecture which is data serviceability of the desired route by: lo-
base 2 is depicted in Figure 2. The struc- cating the requesting users node, locating
ture node A in Figure 2 describes all of the the appropriate status indication tree
existing circuits and circuit types which are branch through the utilization of the tree
connected to node A, and which nodes are link and tag identifier, checking the ser-
connected to node A. The first block of the viceability of the circuit by the utiliza-
structure node indicates which node the tion of the status block and going to the
structure node is describing -- in this next main list node in the route. For
example it is node A. The next three blocks example, suppose a voice message is to be
of the structure describe possible voice sent from node A to node B. The system
circuit links -- in this case a voice link would start at the node A main list, locate
to nodes C and B. The channel field con- the status indication "branch" desired by
tains information about the voice circuits -- utilization of the tree link block and tag
such as circuit numbers. The next three identifier, check the serviceability of the
blocks of the structure describe the possible circuit by utilizing the status block, and
video links in the same manner as the previous use the right link block to reach main list
voice links. The last three blocks of the node B. Note that in this example only one
structure describe the possible data links in status tree branch needed to be examined.
the same manner as the previous voice link If a message were to be routed through
blocks. Note that in this simple example several nodes, several status tree branches
that the voice, video, and data links can would be examined.
each have a maximum of two links; whereas, in
a "real" system the maximum number of links An example of the "traffic" usage of
will be set either by management criteria or data base 4 is depicted in Figure 4 with the
by the existing physical system architecture tag fields as previously described. Data
at the time of the system implementation. base 4 can be copied at certain time inter-

vals and historically analyzed in order to
The serviceability information for a produce projected traffic for the future.

portion of data base 3 designed to describe In other words, the "traffic" data can be

134



Leon, Monastra & Spector

F , 4 better immunity to enemy intelligence opera-
' -e 'U#'.( 19,u -S , rdtd aS, o .ap'. 'a IllSatate 9he f.1h I tions.

....... , .S .. ......... .o. o,,o l ,p Of ,1.. . SPECIFIC SYSTEMS

AND RELATION TO THE TOTAL SYSTEM

" C VOC. At present only AUTOVON, AUTODIN, and
S ,AUTOSEVOCOM have any automated control.

AUTODIN can use AUTOVON trunks with modems.
This is the only intersystem usage except
for manual restoration priorities that al-
low controllers to manually reassign trans-
mission trunks. As new systems are added

D ,).E N TAG V'TEO LINK TAG DATA L TAG to the total set of communication assets,
A ,.. some though should be given as to how anyL i I F F_ IT new system can share assets with old sys-

tems. With digital transmission, such as

is now being installed in the Digital
C,.,,.

17
lEuropean Backbone, the ability to efficiently

interchange data at various speeds with
both clear and secure voice is possible.

The multiplexers and their controls can
-4 ....T ..... handle the problem if good system control

is instituted. The propopsed TRI-TAC equip-
ment is also compatible with the DEB. Pro-
posals have also been made to integrate

-T packet and message switching. Thus overall
.. , system control should be planned.

CONCLUS IONS
copied every 15 minutes and compiled to pro-
duce hourly projected traffic, the hourly In this paper the basic data structures
traffic compiled to produce daily projected for system control have been discussed with
traffic, the daily traffic compiled to pro- only passing reference to specific problems.
duce weekly projected traffic, etc. The concept of overall system control seems

GEOGRAPHIC CONSIDERATIONS feasible. The next step is to get speci-
fic data base sizing.

The system control operations described The starting point should be data base
herein can be carried out either from a 2. Communications assets are specific, but
single central location or from theater con- it is difficult if not impossible to find a
trol centers that are dispersed throughout catalog of the assets as they stand today.
the overall communication system. The latter Thus the first step is to develop such a
arrangement is certainly preferable from catalog in a unified format. Present equip-
the point of view of survivability of a mi- ment should be documented first. Then all
litary network. In the distributed control outstanding procurements with projected
arrangement one must be sure that service- service dates should be integrated into the
ability data for each circuit is given to all catalog.
control centers that may dedicate that cir-
cuit to use so that data base three is up to Next data base one can be constructed.
date at each center. We must also be sure
that when a particular center does dedicate Fr the itigo As th listingusers can be developed. As this listing
a circuit, the usage updates are sent to evolves it can be turned over to the General
the other appropriate control centers that Staff so that the priorities can be set.
may also consider using that circuit.

The procedure for obtaining data base
With basesnedi trb oed n theiari three must be established by examining base

dateta a n ofthbe sord iontl t ter . 2. An examination of each system in theI'entirety at any of the local control center. fieldashould show the provisions currently

Only local data and interconnection 
data

need be kept at each location. This gives available for monitoring circuit service-
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MITRE COMMUNICATIONS
NETWORK ROUTER

HA. Neimeier & R.J. Portal
The MITRE Corporation

McLean, Virginia

Router Definition

A Router is a software implementation of a mathe-
matical algorithm for finding the shortest path
(minimum metric) between selected node pairs on a
specified communications network.

Router Uses

The microprocessor-based interactive router pro-
gram described here can perform the following functions
on large networks (500 nodes and 2000 links):

" Channelize a network (assign user communica-
tions requirements to a transmission system)

" Identify which requirements are interrupted
by loss of any number of communication
facilities

" Suggest alternate paths for the above
interrupted requirements. (This permits
real-time restoral of disabled circuits

" Provide path survivability estimates over
a broad range of conflict scenarios

" Evaluate the survivability and efficiency
of alternate network topologies

* Quantitatively evaluate the benefits of
(1) flexible multiplex equipment, (2) an
adaptive satellite policy, or (3) inter-
netting with other networks

" Calculate the needed transmission link
capacity so that all requirements can be
routed via their minimum metric path
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" List lease requirements that should traverse
military transmission and military require-
ments that should be leased.

" List nodes in order of their criticality and
perform network stress analysis studies.

The Channelization Process

The channelization process allocates transmission
facilities to satisfy communication requirements.
Circuit routes can be automatically determined which
meet such objectives as:

* Minimum length
" Maximum survival probability
* Path and media diversity
* Location avoidance
* Minimum cost
* Maximum transmission quality.

Further, the MITRE router algorithm employs metrics
to optimize weighted combinations of the above objec-
tives. To do this a number (or metric) is assigned to
each transmission link based on its characteristics
such as:

* Length
* Survival probability
* Medium Type
* Cost
* Transmission quality.

This list of communication requirements is one
input to the Router. A requirement is a request for
a specified number of channels between two network
terminal nodes. A second input is the number and
location of network nodes and the link capacity
between them. The Router then determines the minimum
metric math through the network between those terminal
nodes. Path selection can either be constrained by
available link channel cross section or be unconstrained.
In unconstrained routing, available link and node
capacity is not considered when the path is calculated.
Conversely, in capacity-constrained routing, only links
with available capacity are considered.
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SYSTEM CONTROL ANALYSIS AND
TRAINING SIMULATION (SCAT)

A HIGHLY INTERACTIVE COMPUTER
SIMULATION OF COMMUNICATION NETWORKS

Developed by
James R. Delaney & Torgney Svanes

The MITRE Corporation
Bedford, Massachusetts

Current and proposed military communications networks are

required to provide effective service in stressed environments
involving unusual traffic demands and losses of network assets.
To maintain service under these conditions, a near-real-time flow
of network status information sufficient to support quick diagno-
sis is necessary. Additionally, the human network controller
must be experienced in the recognition of network problems and
in the selection of appropriate corrective actions. In most
cases, the network controller is given little opportunity to
gain experience through experimentation, as his only training
mecflin would be the operational network itself.

As part of a continuing effort in the area of system control
of communications networks, the MITRE Corporation has supported
the development of SCAT, a Systems Control Analysis and Training
tool. SCAT is a communications network simulator designed to be
an aid in network evaluation and problem diagnosis, the analysis
of network response to system con:rol actions, and the training
of network controllers. SCAT acccmplishes the simulation of a
specific network through representation of the network topology
and call processing in a series of descriptive tables.

The feature which makes SCAT especially appropriate as a
network controller training tool and as a diagnostic support tool
is SCAT's comprehensive interactive capabillty. The controller/
trainee or diagnostician interacts with an ongoing network simu-
lation via a repertoire of keyboard-selectable functions from a
computer terminal. The interactive capability enables him to
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perform on-line experiments through which he can alter the flow
of the simulation in response to network developments. Highlights
of functions selectable via the terminal keyboard are:

Scenarios: A number of scenario setting functions are
incorporated into SCAT's design. These functions
include: Satellite outages, Node outages or degrada-
tion, Line outages or degradation, Change in traffic
patterns. Via the interactive program, these scenarios
may be activated at any time during a simulation run.
Running the simulation with these scenarios will
familiarize the analyst or trainee/controller with
network response, and give him experience in
diagnosing network problems.

System Control: SCAT's design also incorporates
a number of System Control functions, including system
control options of present and planned military
networks.

Save/Restore Feature: This feature allows the user
to save the network status at any given point in time
for later restoral. The feature may be used, for
example, to compare the relative effectiveness of
different control actions against the same scenario.

Network Status and Performance Reports: SCAT features
an extensive statistics package which allows the
operator to focus his attention on the status and
performance of selectable portions of the network.

Key Event Monitoring: This function enables the
operator to monitor a multitude of individual call,
node-to-node, and network wide conditions. The
monitor interrupts the simulation when a preset
condition is fulfilled, displays an explanatory
message, displays a complete history of the call
that has fulfilled the conditions and allows the
operator access to the other selectable functions
before continuing the simulation.

SCAT is currently operational in an IBM time sharing environ-
ment and is programmed in FORTRAN. SCAT can be easily installed
on a mini-computer system. In this configuration, SCAT could be
deployed for use in the field both for training of network
personnel and as a direct operational support. The model has
been applied to the European AUTOVON and the NATO Initial Voice
Switched Network (IVSN).
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